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Coupled phase field, heat conduction, and elastodynamic
simulations of kinetic superheating and nanoscale melting
of aluminum nanolayer irradiated by picosecond laser

Yong Seok Hwang?® and Valery |. Levitas?

An advanced continuum model for nanoscale melting and kinetic superheating of an aluminum nanolayer
irradiated by a picosecond laser is formulated. Barrierless nucleation of surface premelting and melting
occurs, followed by a propagation of two solid-melt interfaces toward each other and their collision. For a slow
heating rate of Q = 0.015 K/ps melting occurs at the equilibrium melting temperature under uniaxial strain
conditions Tefq = 898.1K (i.e., below equilibrium melting temperature 7., = 933.67 K} and corresponding
biaxial stresses, which relax during melting. For a high heating rate of @ = 0.99 — 84 K /ps, melting occurs
significantly above Teq. Surprisingly, an increase in heating rate leads to temperature reduction at the 3
nm wide moving interfaces due to fast absorption of the heat of fusion. A significant, rapid temperature
drop (100 — 500K, even below melting temperature) at the very end of melting is revealed, which is caused
by the collision of two finite-width interfaces and accelerated melting in about the 5 nm zone. For Q =
25-84 K /ps, standing elastic stress waves are observed in a solid with nodal points at the moving solid-melt
interfaces, which, however, do not have a profound effect on melting time or temperatures. When surface
melting is suppressed, barrierless bulk melting occurs in the entire sample, and elastodynamic effects are
more important. Good correspondence with published, experimentally-determined melting time is found for
a broad range of heating rates. Similar approaches can be applied to study various phase transformations in
different materials and nanostructures under high heating rates.

Melting of metals induced by ultra-fast laser heating has been
studied for the past several decades from both academic and
applied points of view. In industrial applications, ultra-fast
heating and melting of metals are utilized for various pur-
poses, even without a full understanding of melting mecha-
nisms. Examples include the reforming of micron particles
(and hence producing nanoparticles), production of hollow
nanoparticles?, laser-induced forward transfer (LIFT) 3, light-
induced rapid annealing (LIRA)4 and nano-structuring?®.
Ultra-fast heating and melting are parts of more complex phe-
nomena like fast combustion of metallic nanoparticles 6 and LIFT
ofa nanolayerg. From basic perspectives, many theoretical, com-
putational, and experimental studies have been dedicated to this
topic (see reviews®8); however, there are still remaining puz-
zles, especially for extreme conditions, which enable kinetic su-
perheating. A melting mechanism under such high heating rates
is not governed by thermodynamics only but rather by a combina-
tion of thermodynamics, kinetics, thermal conduction, mechan-

@ Department of Aerospace Engineering, Iowa State University, Ames, Iowa 50011,
U.S.A. E-mail: yshwang@iastate. edu

b Departments of Aerospace Engineering, Mechanical Engineering, and Material Science
and Engineering, Iowa State University, Ames, Iowa 50011, U.S.A. Fax: +1 801 788
0026; Tel: +1 515 294 9691; E-mail: vlevitas@iastate.edu

This journal is © The Royal Society of Chemistry [year]

ics, and several nanoscale effects, as well as their coupling. As
will be shown, nanoscale effects are related to several char-
acteristic dimensions. Two of them are the width of a sam-
ple (w = 25nm) and variable distance between moving inter-
faces where a standing elastic wave is localized, which also
depends on w. Three other scale parameters are independent
of w: (a) width of a pre-molten surface layer (17nm) where
melt nucleates; (b) width of a propagating solid-melt inter-
face (3 nm) within which all transformation-related processes
occur, and (c) size of interface collapse region (5 nm) where
temperature drops drastically. Simple models®~12, which as-
sumed that homogeneous melt nucleation is the only mechanism,
have failed to reproduce the superheating temperature observed
in the experiments 13-15, It is known that fast heating can pro-
duce elastic waves1© and these waves can interact with thermal
physics by thermoelastic coupling. In the same way, phase trans-
formation is coupled to thermal conduction, in particular through
latent heat and the effect of temperature on the kinetics of melt-
ing. Recent experimental study for a TiNi shape memory alloy
also reported the observation of nanoscale temperature variation
coupled with mechanical loading and phase transformation 17,
Note that properties of the shape memory alloys are highly sen-
sitive to the temperature!”. Coupled models for the melting of
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metals, irradiated by an ultrafast laser, that include mechanics
and the two temperature model (TTM) for heating have been sug-
gested in Ref.16:18, However, they did not include kinetics of
melting and were not able to resolve superheating or the cou-
pling of phase transformation with temperature evolution. The
melting models coupled to TTM for heating and an interface-
tracking model based on melt nucleation kinetics were developed
in Ref. 1920, However, they did not include mechanics and cou-
pling between temperature evolution and mechanics. The model
in Ref.2! was focused on heating processes without the kinetics
of melting and elastic waves.

Recently !>, we have suggested a phase field approach, which
combined melting with the TTM for heating and mechanics. It
was successfully applied to the study of kinetic superheating and
melting beyond the theoretically-predicted ultimate superheating
limit of aluminum, for example, 1.387,,, based on the entropy
catastrophe 22, However, this model has several drawbacks: tem-
perature evolution includes laser heating only and neglects cou-
pling to melting (latent heat of fusion) and mechanics. Also,
the static equilibrium equation was used instead of the dynamic
equation of motion. This could result in an overestimation of
kinetic superheating temperature and inaccuracy in melting ki-
netics. In Ref.23, this model was expanded by developing a new
lattice temperature evolution equation, which takes into account
thermoelastic coupling, transformation heat, and the dissipation
rate due to phase transformation. It was applied to a relatively
slow heating rate; it was demonstrated that internal stresses can
reduce the melting temperature for an Al nanolayer below the
bulk melting temperature, T, . Still, mechanical equilibrium was
imposed and electron temperature and electron-phonon coupling
were neglected. In the current research, in order to study higher
heating rates, we further improved our model. Thus, we included
advanced thermomechanical coupling, transformation heat, and
the dissipation rate due to melting in the TTM and substituted the
elastostatic formulation with an elastodynamic one. The melting
of a free standing aluminum nanolayer irradiated by a picosecond
14 is simulated and compared with experimentally observed
melting times to verify the validity of the model, and with the
results of a simplified model1®>. The details of melting and su-
perheating physics are analyzed and some surprising effects have
been revealed. In particular, an increase in heating rate leads
to temperature reduction at the moving solid-melt interfaces due
to fast absorption of the latent heat. Also, a sharp temperature
decrease exceeding several hundred K (even below melting tem-
perature) at the final stage of melting occurs, which is caused
by a collision of two interfaces and accelerated melting. When
surface melting is suppressed, barrierless bulk melting occurs in
the entire sample above the instability temperature of the solid,
promoted by elastodynamic effects.

laser

1 Phase field, temperature evolution, and elasto-
dynamic models

Governing equations are comprised of the coupled Ginzburg-
Landau equation for melting, equations of elastodynamics or elas-
tostatics, and the TTM which includes contributions due to heat
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of fusion, thermoelastic effects, and dissipation due to melting.
They represent further development of equations formulated in
Ref. 15,23-25 .

Kinematics. Total strain tensor € = (Vou); is decomposed into
elastic &, transformation &;, and thermal &y strains in an addi-
tive way:

E=8c+& +&g; € =1/3¢9l +e; @D)
gin=¢einl =& +89; € =1/3e0; 1 -0 (n)) I; (2)

89 = s (Teg = To) I + (am + Do (7)) (T - Teg) 1. (3)

Here, u is the displacement vector; V is the gradient opera-
tor in the undeformed state; the subscript s designates sym-
metrization; 5 is the order parameter ( 7 = 1 represents solid
and n = 0 is melt), o and a,, are the linear thermal expansion
coefficients for solid and melt, respectively; Aa = @y —a,, I is the
unit tensor; Ty is the reference temperature; g is the total volu-
metric strain; &, is the volumetric transformation strain for com-
plete melting; e is the deviatoric strain, and ¢ () = 2 (3 — 27) is
the interpolation function for variation of any material property
between solid and melt.

Free energy. Free energy per unit undeformed volume is formu-
lated as in Ref. 15:24:

w=vC+ 0% +u? + Vs g0 = At -k 4
w¢ =0.5Kel, + pee : ee; Y = H(T/Teg - Do) (5)
y¥ =058V, A:=3H(1-T/Teq), 6)

where ¢, v, y?, and ¢V are the double-well, elastic, thermal,
and gradient energy, respectively; pg and p are the mass densities
in the undeformed and deformed states, respectively; J = pg/p =
1 +e&9; K(n) = Km + AK$(n) and u(n) = psp(n) are the bulk and
shear moduli, where AK = K — K;,; B is the gradient energy
coefficient; H is latent heat of fusion; V is the gradient operator
in the deformed state; and 7, is the melt instability temperature.
A thermodynamic procedure similar to that in
Ref.26-28 Jeads to the following equations for the stress tensor

Stresses.

o

0 _ 0
0=%—11V77®%=0e+0’s,; @)

0o = Keged +2puee; o5 =" +3%)I - pVn e Vn,

where o, and o, are the elastic stresses and interface stresses
(interface tension), and ® means the dyadic product of vectors.
Correct expression for the interface stresses are obtained by using
the gradient operator in the deformed state of the gradient energy
"V and by multiplying ¢¢ and ¢V by the Jacobian J.
Gingburg-Landau equation. The explicit expression for the ther-
modynamic driving force X, work-conjugated to the 7, can be
obtained using the same thermodynamic procedure. A linear re-
lationship between X and 7 results in the Ginzburg-Landau equa-
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tion for melting:

la_”—xz_rlg_l//LJrv.(rla_‘/’)
n

Lot~ vy
_ ad
= I (=e0spe + 3peAa(T - Teq)}ﬁ
_ T ¢
_ 1 2 . L bl
T N0.5AKED, + pee < eo + H (Teq 1)}677
2 S
—4An(1 -n)(0.5-1m) + BV°n - X (8
where L is the kinetic coefficient, p, = o, : I/3 = —p is the

mean elastic stress, p is the elastic pressure (as usual, compres-
sive pressure is positive), and ¢ is the term that mimics thermal
fluctuations.

The equation of motion is written in a traditional form

2
p% =V.o. 9
It allows the description of elastic waves caused by fast heating
and melting. When melting occurs at a time scale much larger
than that for an elastic wave, the static equilibrium equation, V -
o =0, is used instead.

Two-temperature model. The TTM states that energy absorbed
by electron gas near the metal surface spreads over the electron
gas by collisions of electrons within the femtosecond time scale
and later transfers to a phonon by electron-phonon coupling2.
The heat transfer mechanism can be represented by the lattice
conduction equation, the electron conduction equation, and their
coupling:

orT P
G5 =V (aVT) + G (Te =T) = 3T (am + Aag) ;Ie
an\? H . 040y
DY L~ |3petra — — | 72220 10
+(BZ)/ [pc @ Teq] ot 10
T,
Ce e =V (keVIe) +1-G (Te = T), (11

where T and 7, are the temperature of lattice and electron gas,
respectively, x; and «, are the lattice and electron thermal con-
ductivity coefficients, respectively, I is the laser power absorbed
by the electrons, G is the electron-phonon coupling coefficient,
and C; = Cyy,, + (Crs — Cpy) (1) is the lattice heat capacity where
C;n and Cj are the heat capacities for melt and solid, respec-
tively. In the lattice heating equation (10), the second term is
due to electron-phonon coupling, the third term appears due to
thermoelastic coupling, the fourth term is the dissipation due to
melting, and the final term is a contribution due to heat of fusion
and change in the thermal expansion coefficient during melting.
Usually, only heat of fusion is included in the temperature evo-
lution equation39. Also, since entropy of fusion H /Teq is consid-
ered to be constant, heat of fusion decreases for melting below
T.4 at slow heating and increases for the high heating rates with
overheating.

Physical Chemistry Chemical Physics

2 Problem formulation for the laser heating

Experimental observation of the melting of a free-standing alu-
minum nanolayer with the thickness w = 25nm, irradiated by a
picosecond laser 14, is simulated. Because the radius of the irradi-
ated spot was much larger than w (mm vs. ns) the problem could
be safely considered to be a 1-D problem with zero displacements
orthogonal to the laser axis; all parameters vary along the laser
axis x only. Figure 1 shows the schematic of a computational do-
main.

1D nanolayer
sample

A > ¥

— W

Laser irradiation

)

— >
X

Fig. 1 Schematics of a sample and distribution of irradiated energy.

Six different laser fluences (7, 8, 9, 10, 11, 13 mJ/cm?) are
used in simulations with corresponding pulse durations (1000,
350, 180, 115, 60, 20 ps) in accordance with experimental
datal*. While the laser beam may have Gaussian fluence
distribution orthogonal to the axis across its 4 mm diame-
ter, we operate with averaged fluences due to two reasons.
First, in Ref.14 the averaged laser fluences were measured
and reported for the central spot masked by 1 mm diameter
hole, and the diameter of examining electron beam was even
smaller, namely 500 pm, where the energy distribution on a
Gaussian profile is possibly flat. Second, accounting for such
a distribution would require consideration of axisymmetric
problem with the sample diameter of more than 2 mm, while
resolving numerically 1 nm wide surface melt. This is not
only computationally prohibitive but also not smart. Cases
with fluences 11 and 13 mJ/cm? only are treated in elastody-
namic formulation since the time scale for heating for other cases
is at least more than an order of magnitude larger than the acous-
tic time t, = 5~ =~ 3ps (i.e., the time of propagation of an elastic
wave with velocity ¢ = 4000 m/s through half of a sample width
w/2). The finite-element code COMSOL Multiphysics was used for
the simulations31.

Boundary and initial conditions, and source terms. Both plane
boundaries are stress-free in the case of an elastodynamic prob-
lem, and one of the boundaries is fixed to prevent translation and
rotation of a sample for elastostatic formulation. Since energy
irradiated by the laser is included as a volumetric heat source ac-
cording to Beer-Lambert law in Eq.(12), the heat flux was zero
at both plane boundaries. Attenuation of the laser irradiated is
modeled as1©

I =lpexp(={(w—x)); lp=L{W/(1—exp(={w));

W = (1-R)Fy/tp, (12)
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where ¢ is the absorption coefficient, which is 1.21 x 108 m~! for
the 1064-nm laser used in the experiment; R is the reflectance,
which was accepted as 0 since fully absorbed fluence was re-
ported in experiment 14; tp is the pulse duration; and Fj is the
fluence of a laser.

The boundary condition for the order parameter n at the sur-
face with the unit normal # is

J%-nzﬁVq-n:—d—y, (13)
where y(17) = vin + (vs — ym)#(11); ¥s and yy, are the solid-vapor
and melt-vapor surface energies, which depend on crystal faces
at the surface, the state of the surface, and the surroundings.
Reduction of the surface energy during melting produces an
additional driving force for melting, which can lead to barri-
erless surface premelting (incomplete melt, » > 0) and melt-
ing below the bulk melting temperature. This phenomenon is
observed in experiments (see review’) and can be described
well by boundary conditions Eq.(13) (see Ref, 15:23-25 )

Two regimes will be considered:

(a) The y, and y,, presented in Table 123 lead to the surface-
induced melt nucleation and correspond to experimental condi-
tions in Ref. 4. Since for a homogeneous solid phase 7 = 1, the
driving force X = 0 in the Ginzburg-Landau Eq.(8) and dy/dn = 0
in Eq.(13), one needs some perturbations at the boundary to
initiate melting. We use the condition that if at the boundaries
n > 1 —n, then = 1 — 7, where perturbation 4 = 10~>. Without
this condition, even if the initial value of < 1, it can return to
n = 1 during heating below the melting temperature and melting
could not start. For surface-induced, melting we set ¢ = 0 in the
Ginzburg-Landau equation (8), since bulk perturbations are not
required.

(b) To avoid surface-induced melting, we assume ys; = y,,. In
this case, melting starts in the bulk after exceeding the temper-
ature at which solid loses its stability. To model thermal fluc-
tuations, one can introduce Langevin noise ¢ that satisfies the
fluctuation-dissipation theorem32-33, This, however, requires a
separate study and here we will use the simplest possible method
to initiate bulk melting. Thus, we assume ¢ = 1074 ps_l if
n > 0.999999 and ¢ = 0 otherwise. Independent of the time step
in the numerical integration, the piece-wise constant and homo-
geneous perturbation ¢ is introduced with a time step of 0.01ps.
Due to numerical errors in simulations, such a perturbation pro-
duces a random-like fluctuation of the order parameter as shown
in Fig. 2. Without perturbation ¢, the magnitude of numeri-
cal errors is several orders of magnitude smaller. Heating rate
Q = 84.15 K /ps is considered for this regime.

The initial temperature is 7y = 293.15 K, the sample is initially
stress free, and the initial = 0.999 for all cases.

Material properties. The lattice heat capacities are described by

4| Journal Name, [year], [vol.]1—11

Fig. 2 Distribution of fluctuations of the order parameter introduced by
perturbations for fluence of 13 mJ /cm?.

the following equations 34

Cys = (2434.86 + 1.457(T — 300.0)) x 10° J/(m>K)
for T <900.0K;
Cys = 3308.87 x 10°7/(m°K)  for T > 900.0K;
Cim = (2789.1 — 0.314(T - 933.0) x 10° J/(m’K).  (14)

The heat capacity of electron gas is C. = ¥7T,, where y =
91.2 J/(m>K?) is the electron heat capacity constant>®. For the
electron-phonon coupling coefficient G, the theoretically calcu-
lated data is used 3°:

G = (3.663 — 1.218/(1 + (T, x 1074/0.221)2-24yy x 1017.  (15)

The electron thermal conductivity is approximated as k. =
k59T, /T to take into account the non-equilibrium effect 36-37

eq _

ket = kol + o (ke - kST, (16)

where 9 = 208 W/(mK) for solid and «5Z, = 102W/(mK)
for melt3*. The lattice thermal conductivity is x; = 0.01k. (in
Ref.38). The critical temperature for the loss of stability of melt is
T. = 0.87.4. Coefficients, constants, and properties used for the
simulation are presented in Table 123,

3 Surface-induced melting and interface propa-
gation

Some definitions. The melting of a 25-nm thin Al nanolayer irradi-
ated by an ultrafast laser is simulated. Conditions and results are
summarized in Table 2. In all simulations, the melting of a sam-
ple starts from both surfaces driven by the reduction in surface
energy during melting. Melt nucleation away from the solid-melt
interfaces was not observed. Fig. 3(a) shows the typical evolu-
tion of the order parameter 1. The melting time, ¢,,, is defined
as time from the moment of laser irradiation to the instant when
two solid-melt interfaces collide and merge together; the position
of an interface is defined by = 0.5; and the point of meeting

This journal is © The Royal Society of Chemistry [year]
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Table 1 Properties of aluminum
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23

Teq H Km K €0t

“
(K) J/m?) (GPa) (GPa) (GPa)

[e2%%% g
&b (&N

Ym B L

¥s )
(J/m?) (J/m?) (N) (m*/Ns)

933.67 933.57 41.3 71.1 27.3 0.06
X100

4.268 3.032 1.050 0.921 3.21 532
%1073 X107

x10~10

of interfaces (the melting center of the sample) is designated as
Xme- This definition is motivated by way of comparison with ex-
periments, where melting time corresponds to the disappearance
of x-ray peaks of solid phase. We define 7, as the maximum
superheating temperature of the solid during melting, which is
reached at the melting center while > 0.5. We designate time
corresponding to Ty, as tyns. As we will see 1, is slightly smaller
than 7,,, because there is a temperature drop, down to the tem-
perature T,,,y at the end of melting (see Fig. 5). The surface
melting time, g, is defined as the time when the order param-
eter reaches 0.5 for the first time at the external surface and the
surface melting temperature T, is defined as a temperature at
the surface at 75,,. Heating rate is defined as Q = % since
for most cases temperature increases almost linearly before the
initiation of melting.

Comparison with experiment in terms of melting time. For "slow"
heating rate Q = 0.015K/ps, kinetic superheating is not observed
and the melting temperature is as low as 7,5, = 898.1K, i.e,, signif-
icantly below 7. 4. 77, is the equilibrium melting temperature un-
der uniaxial strain conditions and corresponding biaxial stresses,
which relax during melting 23 thus producing an additional ther-
modynamic driving force for melting and reducing melting tem-
perature. This driving force exists for the high heating rate as
well, but it is overpowered by kinetic factors and melting temper-
ature significantly exceeds 7,,. The results for the slow heating
are included in Table 2 in order to quantify superheating with
respect to this temperature. As shown in Table 2, simulation re-
sults exhibit good agreement with experimental data in terms of
melting time, except the strongest fluence case. The relative error
between simulation result and the experimental measurement for
the highest fluence is 29.5%; aside from this point, the relative er-
ror is 4.0% on average. With the current fully coupled lattice heat
conduction and melting equations, the predictive capability of the
simulation is significantly enhanced in comparison with the pre-
vious simulation 1° , see Table 2 and Fig. 4(a).

Since part of the melting time is related to time of propa-
gation of two interfaces through the sample until they meet,
total melting time and, consequently, superheating increase
with the sample thickness for this regime. For larger thick-
nesses, barrierless bulk melting can start in the remaining
part of the sample and completes melting. In this case melt-
ing time and superheating are getting independent of the
sample size.

While it may be surprising that the equilibrium melting
occurs at constant temperature at the heating rate as high
(from equilibrium perspective) as 0.015K /ps, this can be sup-
ported by the balance of the supplied and absorbed energy
rates. Thus, the averaged heating rate by a laser irradiation,
Fo/(wig, Py = 4.0%x 1077/ (m? ns), is slightly lower than the aver-
aged absorbed energy rate is H/(r;,—tsm) = 4.24% 1077/ (m? ns),

This journal is © The Royal Society of Chemistry [year]
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1

Fig. 3 Evolution of distributions of (a) the order parameter, (b) tem-
perature, and (c) ‘Z—f (¢ = n?(3-2n) is the interpolation function for
variation of any material property between solid and melt) for @ =

0.015K /ps. When two interfaces collide, the magnitude of ‘Z—f drasti-

cally grows and temperature reduces due to absorption of the heat of
fusion.
Journal Name, [year], [vol.], 1-11 |5
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Table 2 Summary of simulation conditions and results

Fluence tsm tms t;txP a tm tm @ Q T Tms Ty 23 Xme
(Fo, mJ [cm?) (ps) ps) (ps) (ps) (ps) (K/ps) (K) (K) (K) (nm)
10P 41600 6-10° 10° 63500 0.015 894.5 899.0 863.9 1.00 12.4
7 638 896 10° 1013 789.8 0.99 921.9 971.8 784.8 1.08 12.35
8 216 321 350 344 296.8 3.20 983.4 1086.1 837.9 1.21 12.25
9 110 160 180 169 161.5 6.90 1052.4 1197.0 925.7 1.33 12.1
10 69 100 115 104.4 106.4 11.88 1112.5 1304.4 1004.3 1.45 11.95
11 38.5 57 60 58.5 63.6 24.55 1238.3 1532.5 1210.3 1.71 11.85
11¢ 37.5 60 58.0 25.26 1240.5 1538.6 1.71 11.85
13 15.4 21.2 20 25.7 27.7 83.04 1572.0 1963.8 1441.5 2.19 1.5
13¢ 15.4 20 25.9 84.15 1589.1 1971.2 2.19 11.55

- . o exp - .
2 pulse duration £ in simulation is same as f,,; P in the experiment.

b Imaginary slow heating case to evaluate equilibrium melting temperature modified by biaxial stress. t,enxP for this case means the pulse duration in simulation.

¢ An elastodynamic formulation and waves are included.
d Simulated melting time without couplings 15,

o) 3
>

[of 5]

Fig. 4 (a) Melting time versus absorbed laser fluence obtained with the
current model, model in Ref.1®, and in experiments“, and (b) kinetic
superheating and surface melting temperature versus the heating rate.

6| Journal Name, [year], [vol.]1—11

i.e., temperature increase is impossible.

Kinetic superheating. Since the solid-melt interface has finite ve-
locity, the temperature of the solid at the center of a sample can
reach much higher values than 7, and 7, during fast heating
before the interface arrives. Superheating factors are defined as
0 = ?g; and 0, = ?:; It is clear that 8. /65 = 0.96. Evolution
of temperature at point x,,. is presented in Fig. 5. The melt-
ing center x,,. shifts left as laser power becomes stronger (Table
2) because faster heating produces a larger temperature gradient
and the right interface appears earlier and propagates faster than
the left one. For slow heating with Q = 0.015K/ps, a plateau
appears due to absorption of the latent heat, following initiation
of melting around T;,. No superheating is observed; Tns =~ T,
and Ty, is slightly lower than 7;,,s because of surface premelting.
With an increased heating rate, surface premelting and melting
are delayed and Ty, increases. Temperature at x,,. grows dur-
ing interface propagation and heat absorption, and transition to
melting cannot be precisely detected by change of the temper-
ature rate on the temperature evolution curves. Note that for
all heating rates but 9 = 83.04K/ps melting time ¢, is shorter
than or similar to the laser pulse duration 57, i.e., laser heat-
ing occurs through the entire melting process. In contrast, for
Q = 83.04K/ps pulse duration is 20ps but melting time in the
simulation is 25.7ps. That is why the temperature decreases af-
ter 20ps due to absorption of heat of fusion (Fig. 5). This also
partially explains the much larger melting time in simulations in
comparison with the experiment.

Evolution of temperature distribution for different heating rates
allows us to shed additional light on the melting process. Slow
heating with @ = 0.015K/ps does not cause a visible temper-
ature gradient except at the very moment when melting ends,
t = 63.76ns, and temperature at the melting center remains
practically the same during melting (see Fig. 3(b) at time in-
stants 60 ns and 62 ns). Surprisingly, an increase in heating rates
leads to the opposite effect of superheating: temperature reduc-
tion in some regions. Heating with Q0 = 6.9 K/ps results in a
moderate temperature gradient before the initiation of melting
(see plot for 100 ps in Fig. 6(b)). The solid phase, which in-
cludes the melting center, heats up continuously after melting
initiates at r = 110ps. On the other hand, in the surface melt-
ing zone and then at the moving solid-melt interface, tempera-
ture is lower than in the solid and even reduces in time. This

This journal is © The Royal Society of Chemistry [year]
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Fig. 5 Evolution of temperature at the melting center for different
heating rates. Red circle represents the end moment of laser pulse for
QO =83.04K/ps.

happens due to absorbed heat of fusion. The maximum temper-
ature difference between the interface and solid exceeds 250 K.
Fig. 7 helps to understand contribution of different terms in
the temperature evolution equation, Eq.(10), to the evolution of
the temperature profile at the finite-width interface. The largest
contribution to the temperature reduction is because of the term
- [3peAa'— T%]Tg—zg—z g—zg—'z < () due to heat of fu-
sion and change in the thermal expansion coefficient. The second,

(note that

much smaller, negative contribution is caused by thermoelastic

coupling —37 (@, + Aag) 65; , because 65; > 0 due to the re-

laxation of elastic compressive pressure during melting. There is

an even smaller positive contribution to the temperature increase

due to the dissipation rate of melting, (g—?)z /L. Similar patterns
are common for @ > 0.99 K/ps.

Collision of two interfaces. One more surprise consists of a rapid
temperature drop at the end of melting, i.e., just after 7/¢,,5s = 1.0
(Figs. 3(b), 5, and 6(b)). For the smallest heating rate in Fig.
3(b), there is no temperature decrease at the moving interfaces
and temperature is practically homogeneous except in the final
moment of melting. However, immediately after ¢/7,,,s = 1.0, tem-
perature almost homogeneously drops down to 7,,r = 863.9K,
i.e., significantly below 7. The only reason for this is the overlap
of interfaces, which continues until n reaches zero everywhere.

During this time the magnitude of the rate g—f (Fig. 3(c)) and,

consequently, the heat absorption rate H %%—f (see Eq.(10))
increases drastically, which causes the temperature drop. This
means that the overlapping interfaces attract each other and ac-
celerate melting; the degree of acceleration of melting in fact
characterizes attraction of interfaces. Homogeneity of the tem-
perature even during the drop is caused by relatively slow heat-
ing and melting. A similar phenomenon occurs, and is even more
pronounced, for high heating rates (Fig. 6). It superposes on
the temperature drop that takes place at the moving interfaces
due to absorption of the heat of fusion. In Fig. 6(c), the maxi-
mum magnitude of g—f at the moving interface grows slightly only
due to an increase in temperature before interfaces start overlap-

This journal is © The Royal Society of Chemistry [year]
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Fig. 6 Evolution of the distributions of (a) the order parameter, (b) tem-
perature, and (c) ‘Z—f for Q =6.9K/ps.
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Fig. 7 Contribution of three source terms in the temperature evo-
lution equation (10) at 150 ps for @ = 6.9K/ps: the third term,
3T (@m + Aag) Qgt_e due to thermoelastic coupling, the fourth term,

2
(‘Z—?) /L due to the dissipation rate of melting, and the fifth term

- [3 PeAa — leq ] Tg—gS %tq due to heat of fusion and change in thermal

expansion coefficient.

ping. After overlapping, g—f increase significantly and causes lo-

calized temperature drop near the melting center. Localization is
due to the high heating and melting rate, as well as relatively
slow heat transfer. Since the same (or similar) absorption of
heat causes temperature reduction in a smaller region than for
Q = 0.015K/ps, the magnitude of temperature drop is signifi-
cantly larger. Integration of g—f over volume gives an overall rate
of the heat absorption in the sample and shows a sharp peak just
after reaching ¢,,,s and T, (Fig. 8).

Analytical approximation of function T, and Ts,, vs. logQ
plotted in Fig. 4(b) are: T,s = 97649 + 111.1110gQ +
192.65(log Q)* + 12.43(log @) (R% = 0.998) and T, = 924.24 +
112.40l0g Q — 1.94(log Q)* + 64.57(log Q)® (R? = 0.9998).

Effect of elastic wave. For very fast heating at the picosecond
scale, when melting time reduces and becomes comparable with
acoustic time, dynamic treatment is required. Plots of evolution of
stress o1 and elastic mean stress p. before melting are presented
in Fig. 9. Since o011 does not receive contributions from the in-
terface stresses, o1 = of; then o5, = 05, = 3pe — 011)/2 can
be evaluated based on plots in Fig. 9. Due to a temperature in-
crease under constraint of uniaxial strain conditions, compressive
stresses 0y = 033 grow within the layer. They cause growth of
the compressive stress o1, with the maximum at the center and
zero values at the surfaces, due to boundary conditions. A stand-
ing wave with nodes at the surfaces and wave length 4 = 2w
is formed, in which stress o1 oscillates around the zero value
(which is the static solution) with the magnitude of 1.25GPa
(reaching maximum tensile stress at 6 ps) and stresses gy = 033
oscillate around growing compressive stress. When melting oc-
curs at the surfaces, compressive stresses oy = o33 and stress
o1 relax in melt down to zero. During melting, solid-melt in-
terfaces become new nodal points so that pressure oscillates be-
tween two interfaces within the solid with reducing magnitude,
which is relatively small compared to the pressure for elastostatic

8| Journal Name, [year], [vol.]1—11
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Fig. 9 Evolution of (a) o, (b) pe distributions before melting starts,

and (c) comparison of evolution of elastic mean stress p. distribution

for simulation in elastostatic (solid line) and elastodynamic (dashed line)
formulations for Q = 84.15K /ps.

formulation (Fig. 9(c)). As shown in Table 2, elastic waves do
not remarkably affect characteristic melting times and tempera-
tures. The reasons for this small effect follow from Fig. 9(c),
where elastic pressure distribution for elastostatic and elastody-
namic formulations are compared. Nodal points at both surfaces
mean that the surface is not affected by elastic waves and the
elastic pressure at surfaces is the same in both formulations. That
is why conditions for surface-induced melt nucleation and Ty,
in Table 2, which depend on pressure distribution near external
surfaces, are very close. Pressure distribution within interfaces
is very similar in both formulations and, consequently, does not
affect interface velocity.

This journal is © The Royal Society of Chemistry [year]
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4 Bulk melting

Problem formulation based on initiation of surface-induced melt-
ing and without fluctuations in bulk led to good correspondence
between calculated and experimental melting times for @ <
25.26 K /ps (see Table 2). For the fastest heating rate Q > 83 K /ps,
calculated melting time is 29.5% larger than the experimental one
and maximum superheating temperature is well above the tem-
perature at which the solid loses its thermodynamic stability (in
the current model, at 1.27.,; = 1120K). This means that, in ad-
dition to surface melting followed by propagation of interfaces
toward the sample center, barrierless melting in the bulk may oc-
cur, which will accelerate melting and reduce maximum super-
heating. For a thick enough sample, the time for bulk melting
may be much smaller than the time before two interfaces meet;
that is why surface melting is not important. Surface melting can
also be avoided if one reduces the difference between surface en-
ergies of a solid and melt, ys — v, €.g., by placing at the surface
crystal faces which do not undergo surface melting, changing sur-
rounding, or producing proper surface treatment. To study bulk
melting, we set ys = v, in the boundary condition (Eq.(13)) and
specified the perturbation term ¢ in Ginzburg-Landau equation
(Eq.(8)) to initiate the bulk melting.

Results for elastodynamic and elastostatic problem formula-
tions are presented in Fig. 10 and compared with previous elasto-
dynamic simulations for surface-induced melting. Melting starts
quasi-homogeneously within the entire sample, while melting in
the right side is slightly more advanced because of the higher
temperature. Since the tracking order parameter at the melting
center is meaningless for this case, ¢ = % f ¢dx is calculated in
order to compare melting time with surface-induced melting. 7,
is defined as the time to reach ¢ = 0.1. In elastostatic formu-
lation, melting near the right surface progresses and completes
significantly faster than near the left surface. For elastodynamic
formulation, the standing p. wave in Fig. 9(b) has a maximum
in the central region of the sample. Since the temperature of the
sample is above the solid instability temperature, 1.27,,, pres-
sure oscillation promotes melting by lowering the equilibrium
melting temperature and solid instability temperature in its ten-
sile peak without essential suppressing melting in its compression
stage. Distribution of the order parameter is less heterogeneous
than in elastostatic formulation. While bulk melting starts later
and at a higher temperature than the surface-induced melting,
it completes faster. Thus, 7, for bulk melting is 22.7ps (6.3fs
standard deviation) and 21.9ps (176.5fs standard deviation)
for elastostatic and elastodynamic formulation, respectively.
Here, the melting time, 7,,, is calculated as an average over
10 simulation cases due to the stochastic nature of random
fluctuation. It is significantly closer to experimentally measured
time, 20ps, than 25.7ps for surface-induced melting (Table 2).
Melting time for bulk melting is independent of the sample
thickness in a range, when bulk melting is possible. More
precise study in which thermal fluctuations are included that
satisfy the fluctuation-dissipation theorem32:3% will be pur-
sued in the future.
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Fig. 10 Time evolution of distribution of (a) the order parameter 1 and

(b) the % f ¢dx for the fluence 13mJ Jem?. In figure (a), solid and

dashed lines represent bulk melting in elastodynamic and elastostatic for-

mulations and dash-dot line is elastodynamic simulation of the surface-

induced melting. The representative case out of 10 computations for
bulk melting is presented.
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5 Conclusions

Main results. An advanced thermodynamically consistent model
for kinetic superheating and melting of an Al nanolayer irradi-
ated by a picosecond laser is formulated. It includes the coupled
system of phase field equations for melting, the two-temperature
model for electron and lattice heat conduction, and the equations
of elastodynamics that allow for interface stresses. The Ginzburg-
Landau equation for melting is fully coupled with elastodynamic
and lattice thermal conduction. The lattice heat conduction equa-
tion includes electron-phonon coupling, heat of fusion, thermoe-
lastic effects, and the dissipation rate due to melting. Reduction
in surface energy during the melting is included in the bound-
ary conditions for the order parameter. This system of equations
was solved using finite element method and code COMSOL Mul-
tiphysics. Such a sophisticated physical formulation allowed us
both to describe some nontrivial experimental results and reveal
new phenomena. Two main regimes were considered. In the
first one, barrierless nucleation of surface premelting and melting
occurs followed by the propagation of two solid-melt interfaces
toward each other and their collision. For the slow heating rate
Q = 0.015 K /ps melting occurs at the equilibrium melting temper-
ature under uniaxial strain conditions Tefq = 898.1K (i.e., below
Teq = 933.67K) and corresponding biaxial stress, which relax
during melting. For a high heating rate Q = 0.99 -84 K /ps, signif-
icant overheating above 7, is observed before complete melting.
Surprisingly, an increase in the heating rate leads to a temper-
ature reduction at the moving interfaces due to fast heat of fu-
sion absorption. A significant, rapid temperature drop (even be-
low melting temperature) at the very end of melting is revealed,
which is caused by the collision of two interfaces and accelerated
melting. For Q = 25 — 84 K/ps, standing elastic stress waves are
observed in the solid with nodal points at the moving solid-melt
interfaces, which however, do not have a profound effect on melt-
ing time and temperatures. Simulation results are in good corre-
spondence with known experiments 4 in terms of time for com-
plete melting, excluding the highest heating rate Q0 = 84 K/ps.
For the second regime and the highest heating rate of 84 K /ps,
the surface melting was suppressed but bulk thermal fluctuations
have been mimicked in a simple way. In this case, barrierless bulk
melting occurs in the entire sample. Elastodynamic effects are
more important than in the first regime and much better corre-
spondence with experimental melting time is obtained.

Future directions. The same approach can be applied to
other metals by simply changing material parameters. Similar
approaches are applicable to study various phase transformations
(martensitic, reconstructive, amorphization, etc.) in different
materials (metals, ceramics, and nanocomposites) and nanos-
tructures (single and multilayers, nanoparticles, nanowires, and
core-shell structures) under high heating rates. In particular,
instead of (or in addition to) the Ginzburg-Landau equation
for melting, one can utilize equations for martensitic transfor-
mations, twinning, dislocations, and their interaction 283941
Also, surface melting (phase transformations) can be described
more precisely if one explicitly introduces the finite width of
the external surface*?43. This can also be done by considering

This journal is © The Royal Society of Chemistry [year]
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nucleation of melt within an interface between two phases**.
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