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Abstract

A computational benchmark study on X-ray absorption spectra of water has been performed by

means of transition-potential density functional theory (TP-DFT), damped time-dependent density

functional theory (TDDFT), and damped coupled cluster (CC) linear response theory. For liquid

water, using TDDFT with a tailored CAM-B3LYP functional and a polarizable embedding, we find

that an embedding with over 2000 water molecules is required to fully converge spectral features for

individual molecules, but a substantially smaller embedding can be used within averaging schemes.

TP-DFT and TDDFT calculations on 100 MD structures demonstrate that TDDFT produces a

spectrum with spectral features in good agreement with experiment, while it is more difficult to

fully resolve the spectral features in the TP-DFT spectrum. Similar trends were also observed for

calculations of bulk ice. In order to further establish the performance of these methods, small water

clusters have been considered also at the CC2 and CCSD levels of theory. Issues regarding the

basis set requirements for spectrum simulations of liquid water and the determination of gas-phase

ionization potentials are also discussed.
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I. INTRODUCTION

Of all compounds necessary for the existence of life on Earth, water is the most impor-

tant and most common — it is involved in almost all physical, biological, and geological

processes of relevance. As a result, water, especially in the liquid phase, has been studied

in great detail, and a number of anomalous properties have been identified: the density

increase upon melting, the decrease in viscosity under pressure, the high surface tension

and many more.1 These anomalies are typically more pronounced in the supercooled region,

but they appear already under ambient conditions. A fundamental understanding of the

origin of these anomalous properties is yet to be attained, but it is expected to be found

in the minute details of the structure and dynamics of the hydrogen bonding (H-bonding)

network, for which the development of new experimental and theoretical tools is essential.

The most prevalent view of water, which dominates textbooks today, is that of a homoge-

neous distribution of near-tetrahedral H-bonded structures, similar to that of ice but more

dynamical. Following the publication of the article by Wernet et al. in 2004,2 this view has

been challenged by a heterogeneous model of liquid water in which the thermal fluctuations

are instead centered around two separate underlying structural motifs. This hypothesis

was initially based on results from X-ray absorption spectroscopy (XAS) and X-ray Raman

scattering (XRS) measurements, as these techniques are especially suitable for the determi-

nation of local molecular structure — the time-scale of a core-excitation is of the order of

attoseconds, while the H-bond dynamics occur on a time-scale of hundreds of femtoseconds.

With these spectroscopic techniques we thus obtain a measure of the instantaneous struc-

ture of the sample and can utilize this in order to understand the details of the H-bonding

network. However, the execution and interpretation of such a study is challenging, due to

the many difficulties associated with conducting high-quality experimental measurements

and spectrum calculations of core-excitation processes.

From an experimental point of view, the advent of third-generation synchrotron radiation

sources has been pivotal for the measurement of high-quality X-ray absorption spectra,

offering tunable X-ray radiation of unprecedented brilliance. The continuing development

of fourth-generation synchrotron facilities, e.g. free-electron lasers, will provide even more

opportunities for novel experimental studies on the interaction of matter and X-ray radiation,

such as the recent investigation of the liquid water structure at temperatures below that
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of homogeneous ice nucleation.3 In terms of experimental difficulties, XAS measurements

of liquid water are challenging due to difficulties in, e.g., fulfilling the ultra-high vacuum

requirements and avoiding saturation effects.4 Alternatively, X-ray absorption spectra can

be measured by use of XRS, if the momentum transfer q is low (using small scattering

angles) and nondipolar contributions to the spectrum thus avoided. For the purpose of this

article, we will refer to data obtained using either technique by the designation XAS. The

basic principles of pure XAS measurements can be found in Ref. [5], and a recent review on

XAS and XRS measurements of liquid water can be found in Ref. [4].

In terms of spectral features, the X-ray absorption spectrum of liquid water is dominated

by three distinct features: a weak but sharp pre-edge feature centered at 535 eV, an intense

main-edge feature centered at 537 eV, and an intense but smeared out post-edge feature

centered at approximately 541 eV. While the fine details of the interpretation of these fea-

tures remain intensely debated, it is generally agreed that the pre-edge feature is associated

with weakened or broken H-bonds, while the post-edge feature is associated with more de-

localized excited states and ice-like, tetrahedral coordination.2,6–11 The main-edge feature is

sensitive to the local structure similarly to the pre-edge, but it also responds more to the

order in the second solvation shell.12 These conclusions are drawn from, e.g., comparisons

to ice spectra,2,13–18 or by investigating the delocalization rates using resonant Auger spec-

troscopy.19 The sensitivity of the pre-edge feature to the local disorder in the H-bonding

network can be understood by comparison to gas-phase water, for which the highest occu-

pied states are polarized mainly towards the oxygen. As the unoccupied valence states (4a1

and 2b2) are orthogonal to these states, they are polarized towards the hydrogen atoms and

thus sensitive primarily to H-bond donation. For O 1s core-excitations, the local unoccupied

states of p-character are probed, and by symmetric H-bond donation the excited states are

given more of an s-character.4,6 We can hence expect the pre-edge feature to diminish as

the fraction of donated symmetric H-bonds is increased. By subjecting water to conditions

that affect the H-bond disorder, it is thus possible to correlate the X-ray absorption spec-

trum to the degree of such disorder. By increasing the temperature of the sample, the pre-

and main-edge features are found to be red-shifted with an increase in intensity, while the

post-edge feature is weakened.2,4,18,20 However, the pre-edge feature does not broaden with

increasing temperature, indicating that the electronic states associated with the pre-edge are

rather localized and thus insensitive to further distortions in the near environment. By in-
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troduction of solutes it is possible to either increase or decrease the local order, affecting the

features in a manner similar to using different temperatures but without additional thermal

energy.21–29 The effects of the local order can also be studied systematically by adsorption

to metal surfaces, where different coverages yield structures ranging from gas-like to ice-

like.16,17 The spectral changes for variations in pH have also been investigated,30–32 as well

as that of supercritical water33 and water contained in reverse micelles.34 Further, isotope

substitution has been utilized in order to obtain additional information on the dynamics of

the H-bonding network.23,35 Consequently, the behavior of the X-ray absorption spectrum

is well investigated experimentally, and what is needed in order to reach a fundamental un-

derstanding of the structure and dynamics of the H-bonding network is mainly theoretical

considerations.

From a theoretical point of view, the calculation of X-ray absorption spectra of liquid wa-

ter is challenging, partially due to the difficulties in performing accurate molecular dynamics

simulations and partially due to the challenges of modeling core-excitation processes. The

former difficulty will not be discussed further in this work, but we note that high-quality ab

initio molecular dynamics simulations with van der Waals interactions reliably accounted

for are necessary, as a classical force field cannot properly account for cooperativity effects

and tends to yield overstructured MD snapshots.36 It is also important to note that it is

not clear if the inability to, as of yet, obtain good theoretical X-ray absorption spectra of

liquid water is due to deficiencies in the molecular dynamics simulations or in the spectrum

calculations. With high-quality molecular dynamics structures available, several challenges

remain for the spectrum calculations: The excitations are embedded in a manifold of valence

excitations, such that these must either be calculated or avoided by some means. Due to

the significant reduction in the screening of the nucleus following core-excitation, relaxation

effects are highly influential and thus need to be accounted for in a reliable manner. These

relaxation effects affect the molecular system in two distinct ways: (i) the ’direct’ relax-

ation contracting mainly the valence electron density, thus acting as an attractive effect,

and (ii) the interaction between the excited electron and the valence electrons, this giving

rise to repulsive screening/polarization effects. Further, a sufficiently large structural model

is required in order to properly incorporate long-range interactions and delocalized excited

states, and this can be achieved using either a large cluster in a finite cluster approach or a

large unit cell in a periodic scheme. Additional issues that must be considered include, e.g.,
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the employed basis sets and spectrum broadening schemes.

Although there is agreement on the qualitative interpretation of the spectral features, the

quantitative interpretation in terms of degree of H-bond distortion and amount of broken

H-bonds is contested. The two most prominent interpretations of the X-ray absorption spec-

trum rationalize the observed behavior either in terms of fluctuations around an underlying

homogeneous tetrahedral structure,7,8,11,15,37–41 or as arising from fluctuations around two

separate structural motifs.2,4,10,18,28,42–45

In the two-structure model, it is hypothesized that liquid water at ambient conditions

is dominated by disordered high-density liquid (HDL) water exhibiting more weakened or

broken H-bonds with local fluctuations into patches of tetrahedrally coordinated water, des-

ignated low-density liquid (LDL), of spatial extent and persistence time that increase upon

cooling.45,46 The instantaneous LDL patches are deemed at ambient temperature to be of

a size of ∼ 1 nm47 and driven by directional and strong H-bonds and favored by enthalpy,

while the HDL water is driven by more isotropic van der Waals interactions together with

less directional, bifurcated H-bonds48 and favored by entropy, as quantized low-frequency

modes are available for excitations in this case. This hypothesis is formalized in thermody-

namic two-state models49,50 that have been reinvigorated largely as a result of the two-state

interpretation of X-ray spectroscopic measurements; in order to reach a fundamental under-

standing of this issue, very reliable theoretical simulations are needed, but this goal has so

far remained elusive. It is to be noted that it may not be necessary to reproduce the exact

spectral features under the different conditions, but reliably capturing the correct trends is

a priority.

In order to investigate the validity of the different hypotheses, what is needed is to

correlate the spectral features to local geometries using some reliable and unambiguous

categorization. Several schemes to determine whether an H-bond is present or not have been

suggested, but the purely geometrical definitions have thus far proven to be insufficiently

sensitive.7 A scheme that provides a bimodal distribution of LDL/HDL local structures,51,52

when considering the inherent structure53 of simulated water, is the local structure index54

(LSI). This order parameter accounts for the structure and coordination of the first and

second solvation shells. Other schemes of categorizing the MD snapshots include, e.g.,

topological definitions55 and theoretical energy decomposition approaches.56

In terms of spectrum calculations, improvements are needed to meet the above mentioned

6

Page 6 of 45Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



challenges since the theoretical studies conducted to date experience a number of discrep-

ancies when compared to experimental data, e.g., too narrow absorption band,8,9,36,43,56–58

insufficient pre-edge intensity,7,39,43,59 and insufficient post-edge intensity.41,58 Pinpointing

the sources of these discrepancies for any specific study is not trivial, since they could be

the result of inaccurate core-excitation methods, improper structures, too small cluster or

unit cell for core-excitation calculations, or other effects. Due to the large-size models that

are necessary to properly describe the disorder and long-range interactions, only relatively

inexpensive theoretical methods can be used for spectrum calculations. Particularly inter-

esting in this respect are methods based on density functional theory (DFT), amongst which

especially the transition-potential DFT (TP-DFT) method60 has been used extensively for

calculations of water X-ray absorption spectra.2,7–10,21,26,30,43,44,57,59,61–63 What is needed is to

establish whether TP-DFT, and in particular the workhorse of optical DFT-based spectrum

calculations, i.e. time-dependent DFT64 (TDDFT), can produce results of sufficiently good

quality to correlate spectral features to molecular structures. In terms of TDDFT, only a

single study addressing the X-ray absorption spectrum of liquid water can be found in the

present literature.58 An alternative method that has been utilized for the consideration of

liquid water is the many-body perturbative Bethe–Salpeter equation (BSE) approach,65 as

used in conjunction with the GW approximation of the self-energy41 or solved within the

static Coulomb-hole and screened exchange (COHSEX) approximation.36,39

In order to evaluate the ability of these methods to properly reproduce X-ray absorption

spectra, comparisons are to be made to experiments as well as more demanding ab initio

methods. For such a comparison, the coupled cluster (CC) method offers a physically sound

scheme in which the correct electronic wave function and excited states can be approached

in a hierarchical manner, and implementations for calculating X-ray absorption spectra have

been developed using damped linear response theory,66–69 equation-of-motion CC,70 as well

as multi-reference CC.71 Similar electronic structure methods have also been extended for

the calculation of X-ray absorption spectra, such as the algebraic-diagrammatic construction

(ADC) approach,72–74 and the symmetry-adapted cluster configuration interaction (SAC-CI)

approach.75,76
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II. METHODOLOGY

Here we will briefly present the methods used in the present work. For a more detailed de-

scription of the theory and application of TP-DFT on water we refer to a previous extensive

review,10 and for a general description of (linear) response theory to Refs. [77, 78].

A. Transition-potential density functional theory

The transition-potential DFT (TP-DFT) approach60 is an approximation of the Slater

transition-state DFT method,79,80 in which relaxation of the core-hole state is included

through a fully relaxed, half-occupied core-hole state, with oscillator strength determined

from transition dipole moments using the same orbitals to describe both initial and final

states. Within Slater transition-state DFT the core-hole is prepared with half an electron

and explicit excited states are formed by adding the excited half electron in the various

states. This can be shown to give relaxation effects correct to second order, but as this

involves explicit treatment of each and every excited state, the TP-DFT method has been

developed,10,60 in which the excited half electron is neglected and the excited states are

obtained from a single matrix diagonalization. However, as a result of this approximation,

the degree by which the core-hole should be filled cannot any longer be rigorously decided.

For water, this issue has been discussed,8–10,57,62 and it has been concluded that exciting half

an electron, i.e. using the half-core-hole (HCH) approach, provides the best balance between

initial and final state effects.9,10 In the (Z + 1 ) approximation, this can be understood in

terms of oxygen being replaced by the more electronegative fluorine — using a full core-hole

(FCH) yields excitation energies in good agreement with experiment, but the transition

intensities are erroneously computed with respect to the empty states of p-character of the

fluorine atom rather than the oxygen atom.10,62 For other molecular systems and other

edges, e.g., the carbon K-edge in biomolecules or in fullerenes,81 this balance may shift as

the influence of changes in electronegativity is smaller.

As the TP-DFT approach neglects the relaxation of the remaining molecular ion core in

the presence of the excited electron, additional energy corrections must be introduced to

obtain a correct absolute energy scale. Contributions from the DFT functional deficiencies,

relativistic effects, and basis set incompleteness are also to be accounted for.82 Relaxation

8
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effects for the lowest valence-excitations can be included using the ∆Kohn–Sham (∆KS) cor-

rection, i.e. as the total energy difference between ground state and variationally computed

fully relaxed core-excited state.10,83 For the remaining states, the same shift should be ap-

plied as for the last fully relaxed core-excited state. Other types of energy discrepancies are

mainly associated with the core-level and can be evaluated as the difference between calcu-

lated and experimental core-electron binding energies (CEBE) and added as a constant shift

to the previously shifted TP-DFT spectrum.10 It is also possible to improve the TP-DFT

results by explicitly using exact Slater transition states for the first few core-excitations.

In this calculation scheme, Slater transition states are calculated using the ∆KS procedure

with one-half electron excited from the core orbital.79,80 After this is done, the corresponding

transition energies in the TP-DFT spectrum are replaced by the orbital energy differences

between the excited orbital of the Slater transition states and the half-occupied 1s oxygen

core orbital. The final absolute energy scale is obtained by shifting the overall spectrum

according to the fully relaxed lowest core-excited state in addition to the CEBE correction.

B. Linear response theory

Within the framework of response theory, molecular properties are determined as the

response of the electronic wave function (or electron density), subjected to some internal

or external perturbation. Here, the cross section for linear absorption of radiation can be

written in the electric-dipole approximation as84

σ(ω) =
ω

ǫ0c
Im[ᾱ(ω)], (1)

for a randomly oriented molecular sample, where ᾱ denotes the isotropic average of the

complex electric-dipole polarizability. Alternatively, the different tensor components can

be used to treat polarization dependences of the sample, relevant for, e.g., the treatment

of self-assembled monolayers on metal surfaces.85 For the calculation of the polarizability,

standard linear response theory suffers from divergences at resonance energies, related to

the lack of decay from the excited states. By introducing a damping term γn for each

excited state |n〉, spontaneous and collision-induced relaxation/de-excitation effects can be

included in a phenomenological manner. The damping factor then corresponds to the inverse

of the lifetime of the excited state, and the molecular polarizability can be written as the

9
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resonant-convergent complex polarization propagator (CPP),86,87

ααβ(ω) =
1

h̄

∑

n>0

[

〈0|µ̂α|n〉〈n|µ̂β|0〉

ω0n − ω − iγn
+

〈0|µ̂β|n〉〈n|µ̂α|0〉

ω0n + ω + iγn

]

, (2)

with µ̂α denoting the electric-dipole operator along axis α and h̄ω0n being the transition en-

ergy between the ground state |0〉 and excited state |n〉. In approximate state response the-

ory, this complex polarization propagator will turn into different forms of matrix equations,

for which relaxation effects are included on par with the inclusion of electronic correlation

effects. In this framework, no explicit treatment of the excited states is necessary, as the

electronic Hessian does not need to be diagonalized, and any arbitrary energy interval can

be considered directly without need of restricting excitation channels or any other manip-

ulations. However, as the present study is associated with correlating spectral features to

local structures, as well as a comparison to the core-state-specific TP-DFT method, we will

only consider excitations from a single (central) water molecule at a time. From the damped

response theory point of view we could equally well include a larger core-cluster of water

molecules with full account of core-valence excitations. By simply removing the damping

parameter in Eq. 2 the expression for standard linear response theory is retrieved.

For the inclusion of electron correlation effects at a low computational cost, Kohn–Sham

DFT is a convenient electronic structure method. The CPP then yields a different manner

of calculating time-dependent DFT (TDDFT) spectra. By comparison, standard considera-

tions of TDDFT typically consist of computing the eigenvalues in the Casida equation64 using

some implementation of the Davidson algorithm,88 from which transition energies, transition

moments and information on the nature of the excited states are obtained. As restriction of

the excitation channels typically yields negligible discrepancies, we utilize this approach for

the small molecular systems considered here. However, when the density of states becomes

large, e.g., when considering large molecular systems, resolving the full spectral region of

interest becomes an issue and, for liquid water and ice, we thus utilize the CPP approach as

implemented for KS-DFT.89–92 Alternatively, it is possible to treat TDDFT by other means,

such as using real-time approaches.93 For the application of core-excitations TDDFT suffers

from a large functional dependency, originating from the self-interaction error (SIE). As a

result of this the absolute energetics can be incorrect by up to 20 eV for second-row elements,

with the magnitude of the discrepancy depending on element and functional. Nevertheless,

TDDFT provides spectral profiles in good agreement with experiment, and functionals tai-
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lored for core-excitation processes are being developed.94–96 Additionally, the SIE can be

accounted for by use of the self-interaction correction (SIC), both for ionization potentials97

and excitation energies.98 In the present study we will refrain from using either the specially

tailored functionals or the SIC, as we argue that the absolute energetics are of less interest

than the relative energetics — the SIC has been observed to vary by, at most, 0.2 and 0.4

eV for oxygen and carbon K-edge ionization potentials, considering 14 different molecular

systems.97 For the functional utilized in the present study, the discrepancy in relative ener-

getics of fluorine-substituted ethenes has been shown to amount to less than 0.1 eV, even as

the absolute energetics differ by almost 5 eV due to strong environmental effects.99 With the

ground state 1s orbital being relatively insensitive to the molecular environment, we argue

that the SIE is very similar for different MD structures of liquid water and we thus cor-

rect the energetics by a common overall shift to align theoretical spectra with experimental

counterparts. Potentially more damaging is the issue concerning the ability or inability of

TDDFT to reliably include relaxation effects, as well as criticism on the predictive power of

TDDFT.100–102 Nonetheless, TDDFT has proven to yield accurate results, and we refer to

the work of Besley and Asmuruf for a review on the use for core-excitation processes.95 The

functional chosen here is a tailored version of CAM-B3LYP,89,90 for which we have previously

reported excellent spectral profiles for fluorine-substituted ethenes.99

In order to get a more strict inclusion of the electron correlation effects than what is

achieved by the plethora of exchange-correlation functionals in DFT, one is well advised

to turn to an ab initio wave function theory such as the coupled cluster (CC) method. In

this approach the dynamic correlation effects are addressed by an expansion of the wave

function, such that a truncation of this expansion operator yields a systematic hierarchy of

models. The complex polarization propagator has been implemented in this electronic struc-

ture method, enabling the calculation of X-ray absorption spectra utilizing the CC models

CC2,103 CCSD,104 and CCSDR(3),105 in which approximate double, full double, and full dou-

ble and approximate triple excitations in the CC manifold are included, respectively. The

CPP has been implemented utilizing both a direct complex solver by which the molecular

response at arbitrary photon energies can be considered,68 and an asymmetric Lanczos-chain

driven algorithm in which the full spectrum is constructed iteratively.66,67 In the latter ap-

proach an approximate tri-diagonal representation of the CC Jacobian is constructed, with

an accuracy that depends on the dimension (also designated the Lanczos chain-length) of
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this matrix.

If heterogeneous environmental effects are important for the spectrum calculations, the

use of a polarizable embedding enables the inclusion of thousands of molecules described

by charges and an electronic dipole–dipole polarizability tensor. Most significantly, this

scheme enables the self-consistent inclusion of mutual polarization effects both for ground

and excited states and thus enables the use of a very small QM region. The approach has

been implemented in standard TDDFT106 as well as TDDFT with the complex polarization

propagator,107 and recent developments in CC theory have included this approach also in

standard linear response108 and CPP coupled cluster theory.69

III. COMPUTATIONAL DETAILS

All TP-DFT calculations have been performed using the deMon2k109 and StoBe110 codes.

For the water dimer, trimers, and summed up cluster calculations, respectively, the first

three, six, and nine excited states were computed using Slater transition states, while the

remaining transitions were treated in the potential of a half-core-hole (HCH). The abso-

lute energy scale was obtained by applying ∆KS and CEBE corrections. A double-basis

set technique was used with the diffuse sets of basis functions as defined below,10,111 and

the spectrum calculations utilized the standard PBE112 gradient-corrected functional. All

TDDFT and CC calculations have been performed using the DALTON program.113,114 For

the TDDFT calculations of the water monomer, dimers, and trimers the Davidson algo-

rithm was utilized to obtain the transition energies and intensities in a bottom-up manner,

including only excitations from the solute O 1s, i.e. the central, core-excited molecule in the

model cluster. The cluster calculations were performed using the CPP algorithm described

in Ref. [92]. Proper long-range Coulomb interaction between initial and final electronic

states has been ensured by the use of the Coulomb-attenuated B3LYP (CAM-B3LYP) func-

tional,115 with parameters modified according to Refs. [89, 90] (α = 0.19, β = 0.81, and

µ = 0.33). A complex CC solver68 was adopted for all CC2 calculations and the CCSD

monomer calculations. For the dimer and the acceptor–acceptor trimer, a Lanczos-chain-

driven algorithm67 was utilized at the CCSD level of theory, with excitation space dimension

truncated to J = 8000 (dimers) or J = 3000 (trimer) for each symmetry-unique component

of the dipole operator. All excitation channels have been active in the CC and damped
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linear response TDDFT calculations. A common lifetime broadening (half-width at half

maximum) of γ = 1000 cm−1 (or 0.124 eV) has been used for all calculations, yielding spec-

tral features with a resolution exceeding that of experimental measurements. In the case of

TP-DFT and restricted channel TDDFT, this broadening was imposed using a Lorentzian

line-shape convolution function on the obtained excitation energies and oscillator strengths.

The basis sets for the water solute molecule were chosen as IGLO-III for oxygen (7s6p2d)

and IGLO-II for hydrogen (3s1p).116 In order to improve the description of the excited

states these basis sets were further augmented with additional diffuse functions centered

at the oxygen atom, these being either Rydberg functions as suggested by Kaufmann et

al.117 (6s6p6d basis functions, with principal quantum numbers of n =1.5, 2.0, 2.5, 3.0, 3.5,

4.0) or a tailored 19s19p19d basis set (even-tempered basis set with the first two exponents

amounting to 1.238 and 0.884). For the solvent molecules (i.e. the surrounding molecules),

a MWB effective core potential118 was used for the oxygen atoms in order to ensure that

only core excitations from the solute oxygen are accounted for, as well as to decrease the

computational cost. For the solvent molecules a double-ζ basis set was used for hydrogen

(2s)119 and the MWB double-ζ basis set was used for oxygen (2s2p, the last p-function

has been removed).118 A triple-ζ basis set was constructed by use of IGLO-II for hydrogen

(3s1p)116 and the MWB double-ζ basis set converted to a triple-ζ level for oxygen (3s3p1d,

uncontracting the third PGTO in the first CGTO and adding a d-function with an exponent

of 0.7). Unless otherwise specified, the liquid water and ice cluster calculations have utilized a

triple-ζ basis set for the solute molecules and six innermost solvent molecules, and a basis set

of double-ζ quality for all remaining molecules. Due to differences in code implementations,

the 100 structures for the summed up spectrum utilized a slightly different ECP120 with

corresponding basis set for TP-DFT, but tests show that the difference in spectral features

is minimal. For the QM/MM calculations a polarizable embedding with the Ahlström force

field121 was utilized.

The geometries used for gas phase monomer, dimer and trimers are given in the Elec-

tronic Supplementary Information (ESI).† For the present study the key is to use the same

structures for all methods and that these represent different H-bond situations. Thus, the

O–O distances were set to 2.8 Å to match the first peak in the O–O radial distribution func-

tion,122 and for the trimers the angle to the two solute oxygens was set to close to tetrahedral

or to 180◦ to yield H-bond situations corresponding to double-acceptor, single-donor/single-
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acceptor and double-donor.

In previous work, the sensitivity of TP-DFT spectrum calculations to nuclear quantum

effects and the interaction model used for generating liquid water structures has been demon-

strated.123 Here, liquid water model structures were generated by performing DFT path

integral molecular dynamics (PIMD) simulations using the VASP124 code with projector-

augmented wave potentials,125 a plane-wave cutoff energy of 400 eV and a k-space sampling

limited to the gamma-point. Since long-ranged dispersion forces are missing in standard

functionals based on the generalized gradient approximation, we used the optPBE-vdW

functional which explicitly contains a non-local energy functional.126 To generate model

structures, we first performed optPBE-vdW classical MD simulations for 20 ps in the NVT

ensemble using the Andersen thermostat127 for a cubic box with 64 water molecules. The

final snapshot from the MD trajectory was then used as starting structure for PIMD, which

was run for 5 ps using 32 ring-polymer beads and the normal-mode transformation. For

XAS calculations, the cluster structures were extracted by randomly sampling both central

molecules and ring-polymer replicas from the final 2 ps of the PIMD trajectory.

The ice structure was generated from an ice 3×2×2 unit cell containing 96 molecules. The

cell oxygen positions were generated using the basic elementary orthorhombic unit cell with

eight oxygens by translation nx, ny, nz times along the x, y, and z directions, respectively

(labeled as nx × ny × nz in the unit cell name). In order to get a zero dipole moment of

the whole cell, additional constraints were applied to the hydrogen positions in such a way

that equal numbers of each of the 24 available hydrogen orientations were included. A more

detailed description of the cell building process can be found in the paper by Hayward and

Reimers (the generation of such a model structure is therein designated 3× 2× 2-C2¬).128

IV. RESULTS AND DISCUSSION

Before investigating the performance and requirements of TP-DFT and TDDFT calcu-

lations of liquid water, we evaluate these methods for smaller molecular complexes, with

reference made to damped CC linear response theory and experiment; in this way structural

issues that otherwise plague spectrum simulations on water are avoided. We consider the

water monomer, dimer, and trimers in connection to a discussion on the effects of H-bond

donation and H-bond acceptance in terms of spectral features, as well as the estimation of
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ionization potentials. Following this, the requirements of spectrum calculations of liquid

water are investigated regarding choice of basis set, cluster size, and effects when averaging

over 100 random structures from PIMD snapshots. Finally, bulk ice is treated as an example

of a more ordered system.

A. Water monomer

In Fig. 1, the theoretical X-ray absorption spectra of gas-phase water are reported and

compared with experiment.73 A comparison of the small (6s6p6d) and large (19s19p19d) sets

of diffuse functions shows similar spectral features for both augmentations, save the high-

energy fine structure details of the CC2 results. This is somewhat surprising, as CCSD would

be expected to be most sensitive to the quality of the basis set, but is here observed to be least

sensitive in terms of both relative energies and intensities. For absolute energetics, however,

the CCSD results are influenced the most by the change of basis sets. The agreement in

terms of relative features is likely only fortuituous, as the improved description of electron

correlation in CCSD will in general require a more flexible basis set as compared to CC2 or

DFT-based methods. The energies and oscillator strengths of the first three transitions are

given in Table I, where we also present earlier results at the CCSDR(3) level of theory.66

Of the methods utilized in Fig. 1, it is clear that the CCSD spectrum is in best agreement

with experiment, followed closely by TP-DFT and then by TDDFT. CC2 reproduces the

relative excitation energies and oscillator strengths of the 4a1 and 2b2 features well, but has

difficulties in emulating the fine structure details and yields a compressed spectrum — the

latter hinting on a lack of sufficient polarization effects. The intensities of the CC2 peaks

are observed to be substantially smaller than those of the other methods, consistent with

earlier results.66,67,99 However, for excited states of π∗-character the intensities obtained using

CC2 have been shown to be similar to those obtained using CCSD.66,99 The reason for this

behavior in terms of absolute intensities is currently unknown. We note that the relaxation

effects are less accounted for in the CC2 method, as compared to the CCSD scheme, due

to restrictions for double excitations in the CC Jacobian in the former approach. This can

explain the underestimation of the polarization effects in the CC2 results, but it is unclear

how this could affect the transition moments in the described manner. In terms of absolute

energetics, TDDFT possesses the largest discrepancy compared with experiment due to the
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self-interaction error. For TP-DFT, we report good absolute energetics, after computed

∆KS and CEBE shifts amounting to −3.62/+1.36 and −3.64/+1.37 eV using a 6s6p6d set

of diffuse functions or a 19s19p19d set of diffuse functions for the calculation of the excited

state, respectively — in the latter case the augmentation is only introduced for the spectrum

calculation and no such diffuse functions are used for determining the electron density or

the ∆KS and CEBE corrections.

At the CC level of theory, we report a discrepancy in absolute energy which is larger

for the CCSD results than for the more approximate CC2 results. This increase is caused

by a cancellation of errors.67 For the relative energetics, the TP-DFT, TDDFT, and CCSD

results are in good agreement with experiment, with a discrepancy of at most 0.17 eV for the

relative energies of the antibonding 4a1 and 2b2 states, at the TDDFT level of theory. For the

first Rydberg feature, the agreement of the TDDFT results is reduced, with a discrepancy

of 0.44 eV compared to experiment.

It is to be noted that this comparison is made only to study the relative performance of the

different theoretical approaches, and not to reproduce experimental data. As such, we have

only considered excitations from the equilibrium geometry and thus lack vibrational effects.

For a more thorough comparison to experimental results, see, e.g., Ref. [10], where spectra

computed for 8000 vibrationally distorted geometries were summed and correct broadening

thus achieved. It is to be noted that the 2b2 transition of that study was shown to have

too large oscillator strength for calculations using only the equilibrium geometry, consistent

with the present study, and that this was improved when also a sampling of the vibrational

probability distribution was included.

The ionization potential (IP) of molecular systems can be estimated using a number of

theoretical methods, e.g., by Koopmans’ theorem, ∆SCF, and EOM-CC, but it would be

desirable to obtain this at the same level of theory as the spectrum calculations for any study

combining these results. For TP-DFT, the IP is already accounted for, while, for damped

CC linear response theory, it can be estimated by introducing minor changes in the basis set

exponents. With a small increase or decrease in the exponents, the physical features below

the IP should be left unaffected, provided that the basis set is sufficiently saturated. How-

ever, for the discrete representation of the continuum states above the IP, relative energies

and intensities are expected to shift significantly (provided the basis set is incomplete), thus

enabling determining the IP. This has been demonstrated at the TDDFT level of theory
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in an earlier study,90 and we repeat this calculation here for TDDFT and CCSD. For this

reason, we have uncontracted the basis sets with the more extended set of diffuse functions

and rescaled the exponents by 0.98 and 0.98−1, with resulting spectra reported in Fig. 2.

While it is difficult to pin-point the position of the IP exactly, both electronic structure

methods give term values (i.e. energy separation between the 4a1 transition and the IP)

correct to within a few tenths of an eV, with CCSD showing superior results as compared

to TDDFT. Using Koopmans’ theorem on the KS-DFT orbital energies, the IP is estimated

to be 524.30 eV, or 539.38 eV with the absolute shift used here, included as a blue line.

This estimate coincides with the initiation of the fluctuations due to different exponents, as

neither approach properly accounts for the relaxation of the valence electrons and can thus

be expected to yield IPs of similar quality. A third manner of estimating the IP, using very

diffuse basis functions or basis functions centered far away from the molecular system and

investigating excitations to these states, yields similar IP estimate for TDDFT. It is to be

noted that the estimate at the CCSD level of theory using the smaller set of diffuse func-

tions was more ambiguous as this original basis set is not sufficiently well saturated, further

strengthening the argument that the surprising agreement between the CCSD results for

the different basis sets is largely fortuitous. Note that, in the condensed phase, a clear onset

of the ionization continuum is lacking, as excited electrons can adapt a free-electron nature

only upon escaping the solid, and we have thus not attempted a similar analysis in this case.

B. Water dimer

Theoretical spectra of each of the two molecules in the water dimer are reported in Fig. 3,

where the results have been aligned to the first CCSD peak. Due to slow convergence of

the CCSD spectra when using a complex solver, the CCSD results have been obtained

using a Lanczos-chain driven algorithm.67 As a result of the high computational costs of CC

calculations, we also utilize the smaller set of diffuse functions (6s6p6d) for the dimers and

trimers. At the TP-DFT level of theory, a common potential (TP) has been utilized, as well

as using explicitly relaxed Slater transition states for the first three excited states (ST).

For the H-bond accepting molecule (left panels), the resulting spectral features are similar

to those of the monomer, as the excited states are polarized towards the hydrogens and the

hybridization of these states thus remains relatively unchanged by accepting an H-bond.
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For TP-DFT, the first two features are in good agreement with CCSD, both in terms of

relative energetics and oscillator strengths, while the fine structure details have an earlier

onset than what is found in the CCSD spectrum. This situation is changed somewhat when

explicitly relaxing the first few states, for which the third and fourth features are combined

into a single feature with a later onset. At the TDDFT level of theory a similar behavior

is observed, with a slightly improved agreement for the splitting between the third and

fourth features and an underestimation of the intensity of the first two peaks. For CC2,

we note a smaller absolute intensity and spectral features similar to those of the monomer

— the first two transitions are well reproduced but there are pronounced discrepancies in

the fine structure details. Also note that all methods give a moderately intense band at

high energy, with relative energetics similar in all cases. For the H-bond donating molecule

(right panels), the spectral features are substantially changed as compared to the monomer

due to a change in hybridization of the excited states, where the lowest core-excited state

localizes on the free OH through 4a1–2b2 mixing, while the other state of antibonding valence

character localizes along the H-bond and gets pushed up in energy and contributes in the

post-edge region.6 We also note a general decrease in the onset energy of the spectra when

comparing to the H-bond acceptor, amounting to 0.61, 0.61, 0.67, and 0.46 eV for TP-DFT,

TDDFT, CC2, and CCSD, respectively. These results are consistent with earlier studies of

small water complexes at the TP-DFT level of theory.6 The TDDFT and CCSD results are

observed to have second and third spectral features of significantly higher relative energies

than TP-DFT, for which a single feature is observed of similar total absorption cross section.

A compression of the spectral features is also observed for the TDDFT and CC2 results, but

to a smaller extent.

C. Water trimers

For the water trimers, the CCSD complex solver was, in the present case, unable to fully

converge all spectral features in the adopted energy region, and the Lanczos-chain driven

implementation was unable to utilize sufficiently large chain lengths to ensure sufficiently

converged fine-structure details. It is to be noted that this issue is not related to the

performance of damped CCSD linear response theory per se, but rather to difficulties in the

present implementations (either for spanning a sufficiently large tri-diagonal representation
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or pre-conditioning new trial vectors). For this reason, Fig. 4 reports the full spectra of

TP-DFT, TDDFT, and CC2, with CCSD being included only for the first two features of

the acceptor–acceptor trimer.

The effects of H-bond donation are consistent with those of the water dimer. For the

acceptor–acceptor molecule (top panel), the spectra are similar to those of the monomer and

the acceptor dimer, with excellent TP-DFT and TDDFT relative energies and intensities

as compared to the CCSD level of theory. For the high-energy features, TDDFT yields

a somewhat more compressed spectral region than TP-DFT, but with similar trends: an

intense feature with a shoulder followed by a smeared-out region, which in turn is followed by

a final intense feature with several shoulders. At the CC2 level of theory, the general features

are the same, but the spectral region is again observed to be compressed and we note that

the third spectral feature is not resolved. For the donor–acceptor trimer (mid panel), the

agreement between the theoretical spectra is somewhat reduced, but the trends remain the

same, with spectral features similar to that of the donating dimer molecule. The discrepancy

between the spectra is partially increased for the donor–donor trimer (bottom panel), but

we again observe similar trends for especially TP-DFT and TDDFT. Further, it is to be

noted that TP-DFT generally yields a higher absorption cross section, and this is especially

the case for the high-energy regions of the donor–acceptor and donor-donor trimers. As the

local structure of liquid water will be dominated by single- and double-donors, this means

that TP-DFT could be expected to give more pronounced post-edge features.

D. Liquid water

In order to investigate the requirements of reliable calculations of liquid water, we first

focus on the treatment of excitations from a single molecule in a single MD structure using

different basis sets and cluster sizes. Previous studies of similar computational parameters

have focused on the effects on summed spectra from a number of MD structures,9,10,61 but

here we focus on the convergence with cluster size of a single spectrum where all states,

bound as well as unbound, are represented using localized Gaussian basis sets. The post-edge

might be considered a special case since it is a resonance above the IP and as such could be

handled, e.g., through Stieltjes imaging and continuum wave functions.129 Stieltjes imaging is

a well-defined, moment-based approach to convert a discretely represented continuous cross
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section into a continuous spectrum. However, it has the drawback that the spectrum depends

on the value of the IP and also tends to produce spectra that have lost fine-structure; the

dependence on the IP becomes problematic when studying ionic solutions where an added ion

or ion-pair changes the IP but not necessarily the distribution of oscillator strengths while the

smoothing has been problematic for instance when studying excitons at oxide surfaces130 and

also spectra computed for various polymers.131 On the other hand, it has been demonstrated

in, e.g., Ref. [10] that an expansion of the continuum states in the near-edge region using

a large set of diffuse Gaussian basis functions results in a computed cross section that

closely reproduces experiment. The case investigated was gas phase water and the largest

basis set comprised of close to 1500 extra functions distributed on 9 fictitious centers in

addition to the oxygen of the molecule, which resulted in a very dense sampling and faithful

representation of the cross section up to ≈ 20 eV beyond the edge. A further demonstration

of the viability of this approach is also found in Ref. [10], where near-perfect agreement

was found for the post-edge computed for an ice model either as a sum of spectra from 174

clusters with 39 molecules each using the Gaussian basis set approach or as spectra computed

directly from the unit cell under fully periodic boundary conditions and using a plane-wave

representation of the wave functions. This approach is furthermore very inexpensive and

was used throughout the present work.

The sensitivity of TP-DFT spectrum calculations to nuclear quantum effects and interac-

tion models used for generating liquid water structures has been demonstrated in previous

work.10 Here, we generate model structures by performing DFT path integral molecular dy-

namics (PIMD) simulations for a box of 64 water molecules. The resulting oxygen–oxygen

radial distribution function (RDF) is compared to the most accurate currently available ex-

perimental RDF122 in Fig. 5. It is clear that the optPBE-vdW PIMD simulation accurately

reproduces the first peak of the experimental measurements, while the second peak is shifted

to somewhat too short distance. Importantly, the explicit description of nuclear quantum

effects through PIMD simulations should lead to an accurate description of intramolecular

geometries and local H-bonding structures, and thus to realistic structure models for the

XAS calculations.

The single PIMD structure investigated in this section represents a rather disordered

local H-bond environment as measured using the local structure index (LSI),54 which for

this structure was 0.005 while the average of the 100 randomly selected model structures
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was 0.030. We thus expect the selected structure to exhibit a strong pre-edge. It is to be

noted that the underlying PIMD simulation employs a box with 64 water molecules, such

that the larger clusters in this study are pseudo-periodic due to this limitation (generated

by extending the cluster into neighboring unit cells from the periodic simulation). This does

not affect our study per se, but it is a limiting factor in the comparison with experiment.

In Fig. 6 (left panels), the effects of utilizing a triple-ζ basis set for the innermost (solvent)

molecule and a double-ζ basis set for the outermost molecules are illustrated. Both the

TP-DFT and TDDFT results are shown to be relatively insensitive to this parameter, with

minor discrepancies in mainly the high-energy/post-edge region. The scale of the theoretical

spectra is such that a variational calculation yields a total integrated cross section equal to

the number of electrons, in accordance with the Thomas–Kuhn–Reiche sum rule. It is clear

that TP-DFT yields a higher intensity in the spectral region considered, with an integrated

absorption cross section amounting to 0.50–0.52 a.u. for the energy window of the figure,

compared to 0.41 a.u. for TDDFT. For the remaining calculations we have chosen to utilize

a triple-ζ basis set for the six innermost solvent molecules, in order to ensure that the first

solvation shell is well described. In terms of spectral features, both theoretical methods give

a pre-edge feature of approximately the same magnitude, but the remaining features are

significantly dissimilar. The TDDFT results exhibit a pronounced main-edge feature, while

TP-DFT yields more intensity in the post-edge region and higher integrated absorption cross

section. This is consistent with the results for the small water clusters, for which TP-DFT

demonstrated a tendency towards more intense high-energy features.

Due to the high level of disorder in liquid water, it is necessary to utilize relatively large

cluster sizes in order to ensure a proper account of long-range interactions and delocalized

excited states. With a too small cluster size, the spectra tend to be overstructured and the

post-edge is typically underestimated, as this region is associated with delocalized excited

states. Cluster size effects have been studied before,9,10,61 and for ice relatively small clusters

are qualitatively well converged. However, if a quantitative analysis of, e.g., temperature

effects is sought, care must be taken to ensure that the noise level (i.e. fine-structure induced

by long-range interactions) is not of the same order of magnitude as the physical effects.

The spectrum dependence on cluster size can be found in Fig. 6 (right panels), where TP-

DFT is benchmarked up to a cluster of 170 molecules, and TDDFT has been used to treat

clusters of maximum 96 QM molecules. The trends are similar for the TP-DFT and TDDFT
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results, with large fluctuations in spectral features that converge towards the results of the

largest cluster size, and a smoothing of the features as more water layers are added. For

TP-DFT the differences are found to be most significant in the post-edge region, while for

TDDFT the primary difference is found in the main-edge region. TDDFT calculations of

a cluster with 64 molecules but with the basis set of 96 molecules indicate that the effects

on the spectra for clusters of these sizes are mainly due to long-range interactions, rather

than the additional flexibility of the basis set. In terms of cluster radius, 32, 64, 96, and 170

molecules yield radii of circa 6.0, 7.4, 9.0, and 10.5 Å, respectively. The integrated cross

section is found to be conserved for all cluster sizes treated, and it amounts to 0.50–0.51

a.u. for TP-DFT and 0.41 a.u. for TDDFT for the energy interval displayed in the figure.

Provided that the excited states do not significantly overlap with the MM region in such a

manner that the lack of Pauli repulsion becomes an issue, the use of a polarizable embedding

is well suited for the description of disordered materials. As such, we have considered the

cluster size dependence of TDDFT with a polarizable embedding, with results reported in

Fig. 7. The dependence on the size of the QM region is reported in panel (a), and we

note that a smaller number of QM waters can be used while retaining the correct spectral

features, as compared to pure QM calculations. Discrepancies are present mainly in the

main-edge feature. It is further to be noted that the benchmark result here is markedly

different from that of Fig. 6 (right panels), with peaks in the main- and post-edge regions

shifting visibly in intensity. A QM cluster of 96 molecules is thus not sufficient to obtain

spectrum convergence. Note, however, that when computing the summed TP-DFT spectrum

of molecules in a 192 molecules unit cell of ice using either clusters with 39 molecules or the

fully periodic simulation box virtually no differences were found.10 The radii designations

used here indicate the total radius of the cluster, such that the total number of water

molecules is the same for all results reported in panel (a). In Fig. 7b, the convergence with

respect to total cluster size is investigated using a QM cluster of 40 water molecules. A cluster

radius of upwards to 30 Å is necessary for a converged individual spectrum, especially in

terms of the post-edge region as these features are associated with more delocalized states.19

Calculations with a cluster size of 25 Å yield results very similar to 30 Å, but as the additional

computational cost is small, we consider a total cluster size of 30 Å to be suitable for the

treatment of liquid water. The total number of molecules of this cluster is 3702, while the

cluster of 25 Å contains 2133 molecules and the cluster of 20 Å contains 1103 molecules.
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It is thus clear that a very large number of water molecules is needed in order to ensure

convergence with respect to cluster size for single core-excitation calculations. One could

consider embedding the QM/MM cluster in a continuum solvent model to reduce the size

of the MM region,132,133 but the computational savings are expected to be marginal and

we thus refrain from using such a subdivision. Furthermore, computational costs could

decrease if the outer MM-region is given point charges but no polarizabilities.134 Test shows

that the removal of polarizabilities yields similar spectral trends, even if only five molecules

are treated quantum mechanically. This use of non-polarizable force fields did not lead to

significant decrease in computational costs, and since the purpose of this study is not to

compare different force fields per se, we adopt throughout the well-established Ahlström

force field. Force field comparisons have been done previously in the literature — see, e.g.,

works by Kongsted and co-workers.106,135 As the MM region lacks Pauli repulsion, it is

important to ensure that the naked positive charges do not lead to an artificial increase

in charge density at the QM/MM boundary. For the ground state this is unlikely to be

a problem, as the boundary molecules all have a double-ζ basis set and thus do not have

sufficiently polarizing functions to yield such an effect. However, the delocalized nature of

the excited states, especially for those of the post-edge region, is such that this lack of Pauli

repulsion could be an issue. As the diffuse functions that penetrate into the MM region

will enclose both positive and negative charges it is unlikely, but in Fig. 7c we address this

concern directly by comparing a QM cluster of 96 molecules with QM/MM calculations of

64 QM and 32 MM molecules. Adding this MM region leads to a general improvement in

spectral features with no unphysical distortions.

While the cluster size dependence of summed spectra has been studied elsewhere for

TP-DFT,9,10,61 no such studies have been found at the TDDFT level of theory. In Fig. 7d

we investigate the effects of averaging over 10 PIMD structures using clusters of 32 QM

molecules, as well as QM/MM calculations of a single QM molecule with a 12 Å MM shell,

and 24 or 96 QM molecules in clusters with a radius of 30 Å. The extremal case of a

single QM molecule can be compared to a recent development of damped linear response

coupled cluster with a polarizable embedding,69 where the performance of this method was

demonstrated on water as well as a number of other systems. In that work only a single

water molecule was treated quantum mechanically, such that the post-edge could not be

resolved, and the resulting spectrum retained much of the gas-phase features. Note that an
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additional 0.5 eV shift was applied to the pre-edge feature of the TDDFT results reported

in Fig. 7d, similar to the shift from gas-phase to condensed phase; it is well known that

intermolecular orbital interactions are important for the calculation of spectral features.136

In comparison to the results in Ref. [69], the more diffuse basis set used in the present

work results in a more smeared out spectrum, but tests using an identical basis set show

that this is largely an effect of the basis set rather than of the different electronic structure

methods. However, the spectral features are in both cases markedly different to the bench-

mark calculations with 96 QM waters, and the lack of Pauli repulsion is clearly an issue. In

view of the more realistic QM/MM calculations, we note that both divisions agree well with

each other, as well as with the pure 32 QM calculations. The largest QM cluster exhibits

less fluctuations, but all three cluster divisions give the same trends. For lower energies,

the 24 QM/30 Å summed spectrum agrees better with that of 96 QM/30 Å than with that

of 32 QM, but for higher energies this relation is reversed. Due to the small number of

structures, we cannot draw any firm conclusions from this, but it is to be expected that

more structures will yield an improved agreement for all energies; note, e.g., the improved

agreement between the QM/MM main-edge region in the summed spectra as compared to

the single structure in panel (a). We thus expect all three cluster divisions to yield spectral

features of similar quality when averaged spectra are determined. We further emphasize

the advantages of using the 24 QM/30 Å model, as this can include long-range effects when

those are of importance, as well as decrease the computational costs as compared to using

32 QM molecules.

Using clusters of 32 QM molecules, the TP-DFT and TDDFT summed spectra of 100

randomly selected PIMD structures are reported in Fig. 8, compared against experimental

measurements on liquid water.18 For TP-DFT, the first nine transition energies were cor-

rected using Slater transition-state calculations to improve the description of the pre-edge

region where relaxation effects are more important due to the localized character of the

pre-edge transitions.19 It is to be noted that this comparison is primarily aimed towards

comparing the relative performance of TP-DFT and TDDFT, not to produce state-of-the-

art calculations simulating the spectrum of liquid water. As such, the chosen cluster size is

relatively small and the total number of PIMD structures is too small to obtain full spectral

convergence. Furthermore, as discussed above, the TDDFT calculations would benefit from

using a polarizable embedding as this enables the use of smaller QM regions while increasing
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the size of the total system by several orders of magnitude. At the TP-DFT level of theory,

it is difficult to resolve the different spectral features, but we note a post-edge region of high

intensity with a shoulder that could indicate the position of the main-edge feature. However,

the energy separation of these two features is smaller than that found in experiment, and

the pre-edge feature cannot conclusively be resolved. By using Slater transition states for

the first few excitations, the pre-edge feature is improved, with intensity shifted towards

lower energies. For TDDFT, the agreement with experiment is remarkably good, showing

clearly separated pre-, main-, and post-edges with qualitatively correct relative energetics

and intensities. The pre-edge feature is broader than that found in the experiment, which

could be an effect of a shifted onset of spectral features due to the small cluster size — the

excitation energy of this feature in Fig. 6 (right panels) can be seen to vary by a few tenths

of an eV depending on the cluster size, an effect which is expected to broaden the features of

the summed spectrum considered here. We also observe the same effect in Fig. 7d, where the

32 QM calculation yields a slightly broader spectral peak as compared to the benchmark cal-

culation. It is also to be noted that the TDDFT spectrum exhibits a fourth spectral feature

at approximately 544 eV, a feature which is not resolved in the experimental measurements.

E. Ice

Finally we consider the X-ray absorption spectrum of ice, as calculated for a single model

structure. As experimental reference, we consider new measurements of D2O ice grown on

hydrophobic BaF2 surfaces and measured at a temperature of 144 K, as this ice structure

has been attributed to possess a very low degree of grain boundaries and other defects.18

The resulting spectrum exhibits a very weak pre-edge and a split in the post-edge feature,

both characteristic of a highly crystalline ice structure. The remaining pre-edge intensity

has been attributed to vibronic effects, as well as beam-induced conversion to HDA ice,18

since it remains stronger than the pre-edge reported for a water monolayer on the Ru(0001)

surface.16

The calculated spectra are reported in Fig. 9, as compared against experiment. At the

TP-DFT level of theory, an intense post-edge feature is observed, with a clear splitting

of this feature into two parts for the larger clusters. For the pre-edge, only a very weak

response is observed, as the model structure possesses a high degree of coordination with
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no structural defects. The main-edge intensity is pronounced for the 64 and 96 molecule

clusters, but for the 32 molecule cluster this feature is shifted to higher energy. In general,

the different cluster sizes yield qualitatively similar spectra, with overestimated intensity

difference between the main- and post-edge features and the larger clusters exhibiting a

more correct onset of the main-edge feature. These observations are consistent with the

summed up spectra reported in an earlier study,10 where it was demonstrated that TP-DFT

provides a qualitatively correct ice spectrum even if the main-edge appears more as a bump

than a distinct shoulder.

At the TDDFT level of theory the spectral features are significantly improved, and we

especially note the splitting of the post-edge feature which occurs when the cluster size

is increased. A weak pre-edge feature at the correct energy position is observed for all

cluster sizes, and the main-edge feature is well resolved. For the pure QM calculations,

a small splitting of the post-edge feature is observed, which increases when an MM layer

is added, and good agreement with experiment is obtained. This is consistent with the

identification of a split post-edge as a result of an extended H-bonding network. Further,

from experimental measurements a strong shoulder has been observed between 544 and 548

eV, and we note that the TDDFT results of both liquid water and ice exhibit a small feature

at an energy of approximately 544 eV. It is particularly gratifying to see all spectral features

correctly reproduced in terms of energetics and relative intensities. However, there seems to

be intensity lacking between the main-edge and post-edge which might be due to the poor

statistics in terms of statistical averaging over several structures.

V. CONCLUSIONS

The X-ray absorption spectra of gas-phase water, small water clusters, liquid water, and

bulk ice have been studied using TP-DFT, TDDFT, and CC linear response theory.

The spectral features obtained using TP-DFT, TDDFT, and CCSD are qualitatively in

good agreement for all small complexes considered, while the CC2 results exhibit a compres-

sion of the pre-edge region and decreased absorption cross section for the water complexes.

For the water dimer and trimers, the effects of H-bond donation can be clearly observed:

while H-bond acceptance leaves the spectral features relatively unchanged, H-bond dona-

tion yields significant changes due to the rehybridization of the (valence) excited states. It
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has also been demonstrated that the 4a1 to IP term value of gas-phase water can be esti-

mated within a few tenths of an eV by introducing small changes in the basis set exponents.

The current inability of our damped CCSD linear response implementation to provide fully

converged results for water trimers is unfortunate, and will be addressed in future imple-

mentation of core-valence separation in the excitation space. It is to be noted that the lack

of relaxation in TDDFT remains a concern, and that the origin of the observed underestima-

tion of the absorption cross section of CC2 for all but π-conjugated systems66,67,99 remains

an open question.

For liquid water, the basis set and cluster size requirements of calculations on a single

PIMD structure have been studied, as well as the summed spectra of 100 PIMD structures.

It has been demonstrated that a triple-ζ basis set for the solute and first solvation shell gives

a good compromise between computational cost and spectrum quality, while convergence

in terms of cluster size is more difficult to achieve. We have demonstrated that 170 QM

waters for TP-DFT or 96 water molecules for TDDFT are insufficient for converging spectral

features of a single spectrum. However, if summed spectra are considered, significantly

smaller clusters can be utilized. For TDDFT, it has been demonstrated that a QM/MM

approach with a polarizable embedding enables the convergence of spectral features in terms

of cluster size, as well as decreasing the computational costs of physically realistic models.

An embedding using more than 2000 molecules has been shown to yield converged spectral

features for a cluster with 40 QM water molecules. For summed spectra, 32 QM water

molecules yield similar features as using 24 or 96 QM water molecules with a MM region

extending up to 30 Å from the targeted oxygen atom. In terms of summed spectra, TDDFT

is observed to yield very good agreement with experiment, while TP-DFT exhibits difficulties

in resolving the different spectral features and gives an overestimated post-edge feature. This

latter overestimation is consistent with the results for small water clusters, where TP-DFT

is observed to yield high intensities for the high-energy spectral region.

For bulk ice, similar spectral trends as for liquid water are observed, with the TDDFT

results showing superior agreement with experiment, as compared to TP-DFT. Here the

tetrahedral coordination yields intense post-edge features, while the pre-edge feature is sig-

nificantly diminished. It is demonstrated that calculations using large clusters yield a split-

ting of the post-edge feature, in agreement with experimental observations. Furthermore,

TDDFT results of liquid water and bulk ice include a fourth spectral feature, which has
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experimentally been resolved for bulk ice but not yet for liquid water.
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TABLE I. Oxygen 1s excitation energies (eV) and oscillator strengths (10−2) of gas-phase water,

as obtained using transition-potential DFT, time-dependent DFT, and damped CC linear response

theory at the CC2, CCSD, and CCSDR(3) levels of theory, compared against experiment.73 Relative

intensities normalized against the 4a1 transition given in parenthesis, with estimate of experimental

measurements as found in Ref. [90].

4a1 2b2 First Rydberg state (2b1)

Method ω f ω f ω f

TP-DFT 533.57 1.81(1.0) 535.49 3.84(2.1) 536.67/536.71 0.44/0.30(0.4)

TDDFT 518.92 0.90(1.0) 520.65 1.94(2.2) 521.48/521.48 0.49/0.62(1.2)

CC2 534.15 0.74(1.0) 535.68 0.92(1.2) 536.19/536.16 0.16/0.25(0.6)

CCSD 535.36 1.41(1.0) 537.14 2.81(2.0) 538.40/538.52 0.76/0.52(0.9)

CCSDR(3)a 534.87 1.29(1.0) 536.70 2.62(2.0) 537.8 1.26(1.0)

Exptb 534.0 (1.0) 535.9 (1.3) 537.0 (0.7)

aFrom Ref. [66], including scalar relativistic effects.
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