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directly proportional to the square of incident light intensity.

This property, however, causes TPA to have less sensitivity

compared to its one-photon counterpart. Thus, fluorophores

with large TPA cross-sections are preferred - a major motiva-

tion for this work. TPA is governed by different quantum me-

chanical selection rules as compared to one-photon absorption

(OPA) and so structural modifications in the protein environ-

ment can significantly affect the TPA of a FP with minimal

effect on its OPA. For example, in the series of red FPs, their

measured TPA cross-sections range from 15 GM (for mTan-

gerine13) to 119 GM (for tdTomato13) for the lowest-energy

excitation although they all share the same chromophore.14

In addition to the known general difficulty of measuring ab-

solute TPA cross-sections,15 measurements in biological sys-

tems like FPs are more challenging due to the need for ad-

ditional calibration. Drobizhev et al. comprehensively ex-

plained and cited the discrepancies in the reported absolute

TPA cross-sections of FPs.14 Generally, the TPA spectrum of

a FP has two regions of strong absorption: one is at (approx-

imately) double the wavelength of the OPA peak and an ad-

ditional (strong) band of absorption corresponds to a shorter

wavelength. In the FPs with anionic chromophores, the TPA

peak is blue-shifted with respect to the corresponding OPA

peak (at half the wavelength). This has been rationalized by

the enhancement of a vibronic transition in the two-photon

process.16–19 The additional band that is absent from the cor-

responding OPA spectrum was first theoretically predicted20

to be present in the TPA spectra of all FPs and later confirmed

through experimental measurements.14 Theoretical investiga-

tions showed that the peak at longer wavelength is caused by

the excitation to the first excited state (S0 to S1), while the

other short-wavelength peak is due to a transition to a higher

electronic level (S0 to Sn). TPA corresponding to the higher-

energy transitions has been shown to be amplified due to a

resonance enhancement effect.20–22 Being in the near-IR re-

gion, the S0 to S1 absorptions are of more practical relevance

and thus are the focus of the present work.

Some theoretical studies of the TPA properties of FPs

include the whole protein via combined quantum mechan-

ics/molecular mechanics (QM/MM) approaches. List et

al. studied the steric factors and chromophore protein-

interactions that result in the enhancement of the TPA peak

corresponding to the S0-S1 transition in DsRED,23 a red FP.19

They attributed the TPA enhancement to the increase in the

difference between the permanent dipole moments of the ex-

cited and ground states. Another study on GFP succeeded

in qualitatively reproducing most of the experimental features

of the TPA spectrum.24 Although the TPA cross-section of a

chromophore can be largely altered by the protein environ-

ment, studying the isolated chromophore can be a good start-

ing point to predict or understand the TPA properties of the

protein.20 A study of the chromophore and close-by residues

of a yellow variant of GFP employed RICC2 and TD-DFT

with CAM-B3LYP to discern the effect of π −π stacking on

TPA.25 Although there was good qualitative agreement be-

tween the two methods, the values of TPA cross-sections had

to be scaled for comparison. In a benchmark study, Salem

and Brown evaluated the use of several functionals by com-

paring the TPA of isolated FP chromophores as computed

via TD-DFT to averaged experimental data and higher-level

CC2 computations.22 Results showed that the B3LYP func-

tional can provide a semi-quantitative description of the ma-

jor TPA peaks. Recently, equation-of-motion coupled-cluster

with single and double substitutions (EOM-CCSD)26,27 was

formulated for TPA and applied to chromophores of GFP and

photoactive yellow protein.28 TPA transition moment values

computed with this method are comparable to TD-DFT values

for similar model chromophores. These studies support the

use of computation to design rationally new chromophores.

While many FPs have been engineered and a subset scru-

tinized computationally, they have, in general, been built

from the canonical 20 amino acids. However, the pro-

tein engineering toolbox has been rapidly expanding as pro-

tein chemists have developed methods for incorporating non-

canonical amino acids (ncAAs) into proteins.29–33 Incorpo-

rating ncAAs can generate proteins with novel properties. A

number of FPs containing ncAAs, which have been incorpo-

rated into the chromophore, have been engineered and experi-

mentally characterized for their OPA and fluorescence proper-

ties;34–42 to the best of our knowledge, TPA has not been ex-

plored for FPs containing ncAAs. A notable example for OPA

is the Gold FP (GdFP),36 which is represented by model 20 in

Figure 2 where Trp57 and Trp56 in enhanced cyan FP (ECFP)

have been replaced by 4-amino-Trp. These substitutions lead

to a strongly red-shifted emission compared to ECFP. Site-

specific substitutions of ncAAs for Tyr66 in GFP have also

lead to novel chromophore structures with spectral proper-

ties notably different from the wild-type GFP.35,38 As exam-

ples for residue-specific mutations, two tyrosine analogues

(3-amino-L-tyrosine and 3-fluoro-L-tyrosine) have been in-

corporated into the DsRed-Monomer FP, leading to shifts in

fluorescence wavelengths but, more importantly, increases in

quantum yield.39 While incorporation of ncAAs can directly

influence the chromophore structure, ncAAs inserted outside

the central chromophore can indirectly change its excitation

and/or emission behavior.43 Although using ncAAs in FP de-

sign clearly opens up new possibilities, the use of ncAAs is

difficult. Thus, any newly designed FP must function bet-

ter or differently than one that can be engineered using the

20 canonical amino acids. In this work, we use TD-DFT to

screen a variety of possible chromophores that can result from

the replacement of the Tyr residue of the tripeptide precursor

with one of the ncAAs previously used in protein synthesis.

The property at focus is the TPA of the chromophore. The
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gap from the ground state, |0〉, to a given state |n〉, ω is the

photon energy and | f 〉 is the final excited state.

From the TPA transition moment and excitation energies

(ω f ) produced by GAMESS, the TPA cross-section is calcu-

lated in macroscopic units by:

σT PA =
4π2a5

0α

c

ω2

Γ
δ T PA

, (3)

where α is the fine structure constant, a0 is the Bohr radius,

c is the speed of light, ω is the photon energy (=
ω f

2
) and Γ is

the broadening factor derived from a Lorenzian function and

chosen to be 0.1 eV, as previously employed20,22,64 for com-

parison with experiment. The choice of the conversion equa-

tion (Eq. 3) and the broadening factor, Γ, affect the resulting

values of the TPA cross-sections. In a recent study, Beerepot

et al.65 discussed the various forms of Eq. 3 and gave recom-

mendations on presenting TPA for computational studies.

2.3 Molecular Dynamics Simulation

To test the stability of a protein upon the introduction of a se-

lected ncAA, MD trajectories were generated following the

same protocol for two FPs: (1) a reference EGFP (PDB ID:

2Y0G) with the corresponding anionic chromophore which

we refer to as control and (2) the same protein after replac-

ing the chromophore with Model 22 (see Figure 2) that is

assumed to be formed by replacing Tyr 66 with a Tyrosine-

derived ncAA. We refer to this modified protein as nitro.

The crystal structure for the control and its modified nitro

version were prepared using the pdb4amber and reduce pro-

grams66 in Ambertools 14. The 2Y0G crystal structure is

missing 12 residues from the protein termini and hence these

are unlikely to affect the dynamics of the β -barrel or the chro-

mophore environment. The missing residues are not consid-

ered and the protein is renumbered, so that the chromophore

is formed by residue 63. The all-atom forcefield AMBER

ff12SB67,68 was used to parameterize both protein models ex-

cept for the chromophore residue. The chromophore in both

cases includes all atoms between the LEU 62 and the VAL

64 so that more linker atoms are considered than in the atten-

uated models used for DFT screening (see Tables S2 and S3,

ESI†). Although previously validated parameters are available

for the control chromophore,69 we adopted a general proce-

dure to parameterize both nitro and control chromophores and

it can be easily extended to test other residues of interest. The

parameters generated here serve the purpose of determining

the protein stability and conformational freedom of the chro-

mophore. We used ANTECHAMBER70 to generate param-

eters for the nitro chromophore that are consistent with the

General Amber Force Field (GAFF).71 We assigned similar

parameters to the control chromophore. Charges were derived

using the online R.E.D. server development tool72 following

the default scheme for amino acid fragments. All parameters

are given in the ESI†(see Tables S2 and S3 for atom types and

charges). All crystallographic water molecules were removed,

including those in the vicinity of the chromophore to enable

extra conformational freedom. Each protein model was sol-

vated with approximately 71,000 TIP3P water molecules in a

cuboid solvation box with edge length of 20 Å. To neutral-

ize the negatively charged protein, 7 Na+ ions were added to

each model followed by 64 Na+ and Cl− ions to reach a salt

concentration of 0.15 M.

The MD simulation was done with the AMBER Molecular

Dynamics package73 following a standard protocol that con-

sists of minimization, heating, density equilibration and pro-

duction. Minimization was done first with restraints on the

protein atoms and then repeated without restraints. Heating

was applied gradually for 20 ps with restraints on the protein

atoms. Density equilibration was achieved in four 50-ps runs

gradually relieving the restraint. This was followed by a pro-

duction run at constant pressure for 99 ns. Langevin dynamics

were employed globally throughout the simulation. Details of

the simulation are provided in terms of Amber input files in

the ESI†. Trajectories were analyzed via CPPTRAJ.74

3 Results and Discussion

Computing the TPA of FPs involves several levels of com-

plexity. In addition to the intrinsic nature of the chromophore,

there are other factors that affect the TPA of a FP. One fac-

tor is that the protein shell can change the conformation of

the chromophore to enhance or diminish its two-photon ab-

sorption cross-section.19,22 This factor can be accounted for

via TD-DFT which can capture the change in TPA associated

with various conformers in a semi-quantitative fashion.22 An-

other level of complexity is added by the protein-chromophore

interactions, or the electric field due to the protein around

the chromophore, which can greatly influence the TPA cross-

section.14,19 In the present work, we compute TPA cross-

sections for isolated chromophores ignoring the protein shell

(Section 3.1). We then account for part of the influence of

the protein shell by running a classical MD simulation for an

EGFP-based protein with the chromophore predicted to have

the largest cross-section (nitro) and compare it to an analo-

gous simulation for its native form (control). The motivation

is to obtain insight into the relative stability of the protein af-

ter introducing the new moiety (Section 3.2) and to account for

part of the influence of the protein shell on the chromophore,

through studying its flexibility over the trajectory and com-

puting TPA for different conformations of the isolated chro-

mophore (Section 3.3).
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3.1 TPA cross-sections

The TPA cross-sections for the lowest-energy transition (S0-

S1) of all the GFP-derived chromophores with natural amino

acids have been previously computed.22 Their TPA cross-

sections at the B3LYP/6-31G+(d,p) level of theory in PCM

H2O range from 1 GM (for the BFP75,76 chromophore) to 7

GM (for the CFP76 chromophore) when scaled according to

Eq. 3 in the present study. As discussed by Beerepot et al.65,

the TPA values reported previously22 are too large by a fac-

tor of 4. An equivalent range of TPA cross sections is deter-

mined for molecules 5 through 18 in this study. TPA cross-

sections, as computed from Eq. 3, are given in Table 1 while

δ T PA values are given in Table S4 in the ESI†. Proteins with

bromo, methoxy and amino substituted chromophores (mod-

els 10,13 and 18, respectively) have been previously synthe-

sized and shown to be fluorescent.35 Their measured OPA

energies are: 3.31 eV, 3.15 eV and 2.85 eV, respectively.35

Compared to the values 3.37 eV, 3.29 eV and 3.14 eV in Ta-

ble 1, TD-DFT using B3LYP/6-31+G(d,p) captures the proper

trend within the expected error. For model 20, the computed

energy of 2.69 eV is very close to the measured absorption

peak at 2.66 eV for the corresponding GdFP36 The trend in

Table 1 looks very promising because, in general, the chro-

mophores with the largest computed TPA cross-sections are

the most red-shifted ones.

Although the computation was done in the response theory

framework, comparison to a truncated sum-over-states expres-

sion gives insight into the factors contributing to the TPA cross

section. In a 2-level model (2LM) approximation, the TPA

cross-section is proportional to the square of the difference

between the permanent dipole moments of the excited and

ground states (〈1|µ|1〉 − 〈0|µ|0〉)2 and that of the transition

dipole moment from the ground to the excited state (〈0|µ|1〉2).

The dipole elements for the chromophore models were deter-

mined in the gas phase, as the corresponding PCM compu-

tation were difficult to converge in DALTON. This change in

medium does not affect the analysis, as the trend of TPA cross-

sections for the first bright transition is the same whether com-

puted with PCM or in the gas phase (Table S7, ESI†). The

dipole elements and the corresponding cross-sections (σ2LM)

calculated directly using Eqs. 1 - 3 are given in Table 2 for the

models where the first gas-phase excitation corresponds to the

first PCM one. There is a significant discrepancy between the

absolute σ values computed via response theory (see Table S7,

ESI†) and the corresponding 2LM ones (Table 2). However,

the trend is the same (with the exchange of order for mod-

els 16a and 18). Since all studied molecules are nearly planar

(symmetry was not enforced during geometry optimization),

there is no contribution from dipole elements along the z-

axis. Most of the contribution comes from the dipole moments

along the x-axis which runs through the π-conjugated system.

Model Energy (eV) OS TPA (GM)

1a 3.455 0.640 0

2a 3.468 0.679 0

1b 3.473 0.652 0

2b 3.452 0.557 0

3 3.463 0.705 0

4 3.387 0.787 0

5 3.467 0.704 1

6 3.197 0.912 1

7 3.200 0.927 1

8 3.304 0.796 2

9 3.403 0.841 3

10 3.369 0.848 3

11 3.256 0.812 4

12 3.210 0.984 5

13 3.289 0.853 7

14 3.310 0.894 7

15 3.222 0.837 7

16a 3.218 0.577 8

16b 3.260 0.711 7

17 3.284 0.901 8

18 3.137 0.927 9

19 3.138 0.553 11

20 2.689 0.363 15

21 2.985 0.298 17

22 2.965 0.638 29

Table 1 One-Photon Excitation Energies, OPA oscillator strengths

(OS) and TPA Cross-sections for the Transition to S1 as determined

at the B3LYP/6-31G+(d,p) Level of Theory in PCM with parameters

for H2O.

The nitro-derivative, molecule 22, has both large dipole dif-

ference and transition dipole moment which explains the large

cross-section obtained via response theory computation.

3.2 Protein Stability

The root-mean-square deviation (RMSD) for the backbone

atoms and the root-mean-square fluctuation (RMSF) for the

protein residues are shown for the two trajectories in Figure

3. As expected due to the modification introduced to the nitro

model, its RMSD is larger than the control. The RMSD de-

viation, however, is still within range of the crystal-structure

resolution of 1.5 Å. A comparison of the average bond lengths

in the chromophores from the MD simulations with the DFT-

optimized values, and, for the control, those from Xray crys-

tallography show no significant deviations (see Tables S5 and

S6 in ESI†). Figure 4 shows a superposition of an average

structure for each model generated from the trajectory be-

tween 60 and 99 ns. Residue 153 with the largest RMSF is

a loop residue outside the β -barrel structure and thus is more

1–10 | 5
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