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Excluding Hyperconjugation from the Z Conformational Preference and Investigating its Origin: Formic Acid and Beyond

David Ferro-Costas\textsuperscript{1,*} and Ricardo A. Mosquera\textsuperscript{1}

Abstract

Carboxylic acids, esters, secondary amides, and related molecules share a thermodynamic preference for the \emph{Z} arrangement of their \(X=\text{C}−\text{Y}−\text{R}\) moiety. This conformational predisposition is known as the \emph{Z} effect and its most common explanation invokes the hyperconjugation from a \(Y\) lone pair to the \(\sigma_{\text{C}−\text{X}}^{\text{Z}}\) orbital. In this work, we present clear topological evidences of that hyperconjugation is not responsible for the \emph{Z} preference. Diverse tools defined within the Quantum Chemical Topology framework (as, for example, atomic and electron localization function populations or the interacting quantum atoms energy decomposition) were used to analyse the evolution of formic acid from the \emph{E} conformer towards the \emph{Z} conformation. Results highlight the important role of the \(\pi\) resonance in the barrier between conformers and they also indicate that the hyperconjugative interaction lacks of leading role. Concretely, in a \(X=\text{C}−\text{Y}−\text{R}\) structure, the \(X \cdots \cdot \text{R}\) interaction seems to be the key to understand the preference for the \emph{Z} arrangement of the moiety. Interestingly, our proposed explanation can be extended to a wide set of molecules presenting the same conformational preference, as proteins or peptide nucleic acids.
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1. Introduction

Experimental and computational studies established, long ago, that peptides exhibit a thermodynamical preference for the \emph{Z} arrangement.\textsuperscript{[1]} In this fashion, systems composed by units linked through peptide bonds are consequently affected by this \emph{Z} predilection, being proteins or peptide nucleic acids (PNAs) important examples of biological significance. Interestingly, this conformational trend, named \emph{Z} effect, is not only limited to peptide structures and, as a matter of fact, it can be found in esters, carboxylic acids, amides and related molecules (i.e. \(X=\text{C}−\text{Y}−\text{R}\) moieties, Figure 1).

As this effect is also presented in small systems, an interesting advantage rises: rigorous quantum mechanical methods can be used with them to delve into the basis (i.e. the electronic origin) of this conformational preference, leading to clearer ideas than those that could be achieved by analysing large systems, where such methods cannot be carried out yet, due to the consequent colossal computational cost, and/or where the huge amount of data could hide simple explanations.

Theoretical (and experimental) studies on \(\text{RCOO}_\text{R'}\) molecules\textsuperscript{[2-4]} \((\text{R},\text{R'} = \text{H}, \text{CH}_3\) did not only confirm that the \emph{Z} isomer is more stable than the \emph{E} one, but they also considered this preference as an example of the famous anomeric effect.\textsuperscript{[5]} Along those lines, diverse explanations were invoked to understand the \emph{Z} preference that characterizes this effect as, for example: (i) steric repulsions,\textsuperscript{[6]} (ii) lone pair repulsions,\textsuperscript{[7,8]} (iii) dipole-dipole interactions,\textsuperscript{[9,10]} or (iv) the acclaimed hyperconjugative interactions.\textsuperscript{[11]} The last one, which proposes the overlap between the electron pair on the ether oxygen \((l_{pO})\) and the \(\sigma^*\) orbital of the \(\text{C}−\text{O}\) bond, notably rooted in the chemical community and it has been considered the preferred explanation for both the \emph{Z} and the anomeric effects.\textsuperscript{[12]} Thus, the \emph{Z} effect is usually listed among those chemical facts where hyperconjugation can be invoked to obtain a successful explanation.

The achievements of the hyperconjugative model (HM) were so remarkable that, even nowadays, explanations based on it are still very popular among a wide part of the chemical community, even though hyperconjugation is not a physical observable but a consequence derived from the shortcomings affecting the frameworks of chemical bond. In fact, it is even not unusual to find the term “hyperconjugative interaction” in chemical literature, sprinkling some physical meaning on, possibly, the most precious mathematical objects within chemistry: the molecular orbitals.

Probably, the first conceptual problem associated to the hyperconjugative explanation appears when we come back to the biological systems. The \(N\) atom in a peptidic bond lacks a lone pair of electrons at the \(\text{OCN}\) plane, which invalidates the extension of the hyperconjugative origin to the \emph{Z} preference in PNAs or proteins. Moreover, during the last decades, studies carried out with modern electron density analysis methods, which deal with a real observable (electron density), such as the prestigious quantum theory of atoms in molecules (QTAIM),\textsuperscript{[12-15]} or with methods..
based on the expansion of the wave function in terms of Lewis structures, as the famous valence bond theory,[16] have given rise to a growing number of evidences that directly question the reliability of the HM.\cite{17-25} Thus, and referring only to conformational preferences, alternative interpretations have been presented for the anomeric effect,\cite{18-21,24,25} the benzylic effect,\cite{26} and even for the one at issue in this paper: the Z effect.\cite{22}

We think it is of importance to revisit the origin of this effect making use of an extensive group of methods included in what is called Quantum Chemical Topology (QCT).\cite{27} In this exhaustive research we deeply analyse this effect in the formic acid, our modelic system exhibiting Z preference. Although this system was used in previous works,\cite{22} this is the first time we approach this effect using all our available QCT tools, which will certainly enrich previous electron density interpretations exclusively based on QTAIM descriptions.

![Figure 1. The preference for the Z arrangement in systems of biological importance, as proteins, is chemically equivalent to that of amides. Other related compounds, as carboxylic acids, also exhibit this same conformational trend.](image)

### 2. Topological Tools

In this section, we will briefly introduce those tools included in the QTC that we have used. We will try to focus our explanation on concepts, skipping mathematical definitions unless it is strictly needed.

#### 2.1 Atoms-in-molecules and bond properties

Bader’s theory of atoms in molecules (QTAIM) has been used to define the limits of the atoms within a molecule. As in the density functional theory (DFT), the molecular electron density ($\rho$) is the cornerstone of this theory.\cite{12,13} Concretely, the atoms are defined as regions of the three-dimensional space bounded by a zero-flux surface (zfs) in the gradient of $\rho$.

Interestingly, when two of these atoms are topologically bonded (i.e. they share a common interatomic zfs), an special kind of critical point in $\rho$, identified with an element of chemical structure, appears: the so-called bond critical point (bcp). Within Bader’s theory, chemical bonding interactions are characterized and classified according to the properties of the electron and energy densities at the bcp, collectively known as “bond properties”. For our purposes, we will analyse the electron density at the BCP ($\rho_{BCP}$), which is a reflection of the strength of a chemical bond.

#### 2.2 Atomic and ELF populations

Let us consider the division of our molecule into a set of disjoint regions, $\{\Omega_i\}$. The electron population of $\Omega_i$ is given by the integral of the electron density over it:

$$N(\Omega_i) = N_{\Omega_i} = \int_{\Omega_i} d\rho(r)$$

and the set of $\Omega_i$-populations recovers the total number of electrons in the system: $N = \sum_i N_{\Omega_i}$.

An example of a partition is the previous commented QTAIM,\cite{12} which identifies each $\Omega_i$ with a basin of attraction of $\rho$, giving rise to atomic basins. The electron population of an atomic basin is known as its “atomic population”.

Another interesting partition is the one induced by the topology of the electron localization function (ELF).\cite{28,29} This function is a simple measure of electron localization in atomic and molecular systems and the partition of $\mathbb{R}^3$ into ELF basins of attraction reminds the Lewis structure of the molecule. Moreover, the electron population of these ELF
basins is, generally, close to two electrons, reinforcing the idea of that ELF recovers the two-electron structure of the molecule.

2.3 Delocalization indices

In Lewis structures, the number of electrons associated to a given atom could be divided into localized and shared electrons. With a similar perspective, atomic populations can be divided into two contributions: one accounting for the localized electrons in the atom (\(\lambda_\Omega\)) and another accounting for the number of delocalized electrons (\(\delta_{\Omega\Omega'}\)):\(^{[30-35]}\)

\[
N_\Omega = \lambda_\Omega + \sum_{\Omega' \neq \Omega} \delta_{\Omega\Omega'}
\]  

(2)

Concretely, given two atomic basins \(\Omega\) and \(\Omega'\), their delocalization index, \(\delta_{\Omega\Omega'}\), is a quantitative measure of the number of shared electron pairs between them and it can be obtained through the exchange-correlation part of the second-order reduced density matrix (\(\rho_2^{xc}\)) according to:

\[
\delta_{\Omega\Omega'} = -2 \int d\mathbf{r}_1 \int_{\Omega'} d\mathbf{r}_2 \rho_2^{xc}(\mathbf{r}_1, \mathbf{r}_2)
\]  

(3)

These delocalization indices play, in orbital-free theories of the chemical bond, the same role as bond orders in conventional molecular orbital treatments.\(^{[36]}\)

2.4 Statistic of the distribution of electrons

The square of the wave function of the system, \(\Gamma = \Psi^*\Psi\), can be used to obtain the probability of a given event. Concretely, for a system of \(N\) electrons, \(\Gamma(x_1, ..., x_N)dx_1...dx_N\) gives us the probability of having electron 1 at \(d\mathbf{x}_1\), ..., and electron \(N\) at \(d\mathbf{x}_N\), where \(x\) is understood as a combined space-spin coordinate. Similarly, integrating over the corresponding basins, we can obtain the probability of finding simultaneously \(n_A\) electrons within atomic basin \(\Omega_A\), \(n_B\) electrons within \(\Omega_B\), ..., and \(n_M\) electrons within \(\Omega_M\), where \(n_A\) to \(n_M\) are integers which sum up to the total number of electrons, \(\sum_{i=1}^{M} n_i = N\). Each partition of the \(N\) electrons leads to a real space resonance structure (RSRS), resembling a classical Pauling resonance structure, whose probability is given by:\(^{[37]}\)

\[
p(n_A, n_B, ..., n_M) = \frac{N!}{\prod_{i=A}^{M} n_i!} \int_D d\tau \Psi^*\Psi = \mathcal{N} \int_D d\tau \Gamma
\]  

(4)

where \(\mathcal{N}\) is a combinatorial factor in charge of indistinguishability and \(D\) is a domain in which the first \(n_A\) electrons are integrated over \(\Omega_A\), the second \(n_B\) electrons over \(\Omega_B\), ..., and the last \(n_M\) electrons over \(\Omega_M\). The electron distribution function (EDF)\(^{[37-41]}\) is defined by the collection of all the probabilities for each RSRS.

2.5 Interacting quantum atoms

Nature has provided us with electrons that can be described with two-particle interactions only. Thus, the averaged energy of a molecule can be obtained using, exclusively, its first reduced density matrix (1-rdm) and its pair density (\(\rho_2\)).\(^{[42]}\)

The partition of the space into atomic basins also leads to the division of functions into atomic contributions. Splitting both the 1-rdm and \(\rho_2\) using QTAIM basins allows the partition of all the energy components into intra- and inter-atomic contributions. Thus, the energy of a system can be written as:\(^{[43]}\)

\[
E = \sum_i E_{\text{net}}(\Omega_i) + \sum_{i>j} \sum V_{\text{int}}(\Omega_i, \Omega_j)
\]  

(5)

where the net energy of each atom, \(E_{\text{net}}(\Omega_i)\), contains all the terms taking place exclusively in the atom, whereas the interaction energy between each pair of atoms, \(V_{\text{int}}(\Omega_i, \Omega_j)\), is the collection of those terms including two different atomic basins. This interaction energy is normally written as a sum of two contributions, one containing all the interatomic interaction energies depending on \(\rho(\mathbf{r})\), in what we call \(V_{\text{class}}\), and another accounting for the exchange-correlation part of the pair density, \(V_{\text{xc}}\):

\[
V_{\text{int}}(\Omega_i, \Omega_j) = V_{\text{class}}(\Omega_i, \Omega_j) + V_{\text{xc}}(\Omega_i, \Omega_j)
\]  

(6)

As a consequence of this interacting quantum atoms (IQA) scheme,\(^{[43,44]}\) a system can be analysed in terms of its constituent atoms and the interaction among them, which gives an intuitive idea of how a system works in terms of a classical conception of the Chemistry, devoid of orbital definitions.

3. System and Software

We will analyse the prototypical formic acid, as it is the simplest molecule exhibiting the Z effect. As the role of geometry relaxation is recommended to be decoupled from that of rigid rotation to analyse the effects of hyperconjugative interactions,\(^{[45,46]}\) we will consider the optimized E structure and the rigid rotation from it towards the Z arrangement. The geometrical relaxation from the previous conformation towards the Z conformer will be analysed in a separated step.

Monodeterminantal Hartree-Fock (HF) wave functions were obtained with Gaussian (\texttt{v09})\(^{[47]}\) using the standard 6-311++(2d,2p) \(6d\) basis set. Bond properties and atomic populations were computed using the \textsc{AIMPAC} package,\(^{[48,49]}\) whereas \textsc{Multiwfn}\(^{[50]}\) was used for ELF populations. Finally, both the EDF and the IQA scheme were calculated using \textsc{EDF}\(^{[41,51]}\) and \textsc{PROMOLDEN}\(^{[43]}\) codes, developed by the Quantum Chemistry group of Oviedo University.

As we noted in previous works,\(^{[22-24]}\) the Z preference is appropriately described at the HF level. This fact can be
confirmed by Figure 2, which contains the energy profiles obtained with HF and CCSD calculations for the rigid rotation. Moreover, the evolution of the electron density at the bcps and of QTAIM populations present the same trends with both methodologies. All these facts point towards a general origin for this preference that should be captured even when crude approximations are introduced, as the use of HF descriptions. Furthermore, these are not the only reasons to use the HF methodology. On the one side, DFT or perturbational methods can be used neither to obtain the EDF, nor to perform the IQA energy scheme. On the other side, CASSCF calculations to describe the molecule along the rigid rotation would lead to longer running times for both EDF and IQA schemes, without really introducing significant differences in the results. Finally, Multiwfn calculates the ELF according to its usual formulation, only well defined for monodeterminatal wave functions.

Along the whole rigid rotation from the E conformer, two other conformations are of interest: the one described by a OCOH dihedral angle around 90 degrees and the Z arrangement. According to traditional chemical knowledge, the OCO π resonance is broken in the first configuration, which would explain the energy barrier between the planar disposition and the Z arrangement. On the other side, OCO hyperconjugation is more effective at 0 than at 180 degrees, which would justify the Z preference in formic acid.

It is necessary, then, to show the considered most significant Lewis structures (LSs) for our three important geometries. Both planar conformations are endowed with a resonance of the π electrons, normally indicated through the three LSs given in Figure 3a. Moreover, the Z structure presents an extra LS, IV, due to the σ resonance described by the l po → σ CO hyperconjugative interaction, enhanced in this nuclear disposition (Figure 3b). Both effects are less effective in non-planar conformations and, hence, the perpendicular disposition would be mainly characterized only by LSs I and II (Figure 3a). Whenever possible, we will compare this description with the variation of diverse topological properties that our molecule overcomes upon rigid rotation from the E conformer.

(b) σ hyperconjugation

Figure 3. Resonance structures associated to the π resonance in both planar structures (a) and the extra structure associated to the σ resonance related to the hyperconjugative interaction in the Z structure (b).

4.1 Properties at bond critical points

Our molecule presents four bcps along the whole rigid rotation, one for each pair of atoms traditionally involved in a chemical bond. The evolution of the electron density at the bcps associated to the two C–O bonds (C1–O2 and C1–O4, see LS I in Figure 3a for atom labering) is shown in Figure 4. In it, we can see how \( \rho_b \) for the carbonyl bond finds its minimum value around 90 degrees, where the ether bond exhibits its maximum value. These two findings do not agree with the breaking of the π resonance in the OCO unit at this point, where the resonance hydrid at this point is understood as a combination of structures I and II, lacking the form III (Figure 3a). However, these topological results are based on magnitudes at bcps situated in the OCO plane and, hence, π-resonance effects are probably not visible at them.

Interestingly, we observe facts that are consistent with the idea of more effective hyperconjugative l po → σ CO interaction in the Z arrangement, which should weaken the C1–O2 bond and reinforce the C1–O4 one. Thus, \( \rho_b \) for the carbonyl bond is smaller in the Z rigid conformation than in the E one, finding the opposite trend for the ether bond (Figure 4). Nevertheless, we are dealing with a local magnitude (calculated at a single point) and it could be more representative to obtain quantities arising from the consideration of different points, in order to better account for hyperconjugative interactions and π resonances.

4.2 Evolution of atomic and ELF populations

The analysis of integrated magnitudes seems to be necessary after observing the results of the previous section. The first quantity of interest is the atomic population of each individual atom defining the OCO moiety, whose evolution...
Figure 4. Evolution of the electron density at the bond critical point associated to both C-O bonds in the system: the carbonyl (black) and the ether (white) bonds.

is depicted in Figure 5a. Data at the perpendicular structure seem to correspond with the impossibility of the OCO $\pi$ resonance: the atomic population of the carbonyl oxygen is smaller than at the E conformer and, oppositely, $N_{O4}$ is larger. However, both oxygen atoms own more electron population at the Z disposition. Although the increase in the population of O4 could be thought as a consequence of a transference from its acid hydrogen, the whole OH moiety increases its electron population, meaning that the HCO fragment is displacing its electron density towards the OH, contrary to predictions based on the HM. In this manner, results suggest that, if this interaction really takes place, it does not really play an important role in the Z preference.

Nevertheless, the HM is very specific indicating which chemical elements are involved in the interaction. It could happen that hyperconjugative displacements of electron density were hidden in the total atomic population. This leads rapidly to think about the evolution of the electron population associated to ELF basins. Results are more pleasant in this case: ether oxygen lone pairs, V(O4), exhibit smaller population at Z and, likewise, populations of ELF basins associated to C1=O2 and C1–O4 bonds behave according to the HM: the carbonyl bond owns less electrons in Z than in E, oppositely to the ether one.

Despite previous findings, it should be said that the magnitudes associated to the HM are really slight. Let us consider a triad of numbers associated to the population variation of V(O4), V(C1-O2), and V(C1-O4) ELF basins. At 90 degrees this triad is $(-0.008,0.029,0.011)$ for the Z conformation. The three values are much smaller than those related to the $\pi$ resonance and, however, the difference between the rigid Z structure and the E conformer accounts for -17.9 kJ·mol$^{-1}$, slightly larger than half of the rigid barrier from E to Z (32.7 kJ·mol$^{-1}$).

4.3 Internal OCO delocalization index
The evolution of basin populations does not fit, in general, with the HM expectations. Nevertheless, it is tempting to think that maybe the effect of the hyperconjugation are exclusively associated to the delocalization in the OCO moiety and has a little impact on atomic and ELF populations. For this reason, we have also investigated the evolution of what could be called the intrinsic delocalization in the OCO, $\delta_{OCO}$, which measures the delocalization among the atoms defining the OCO fragment. This amount can be obtained by the sum:

$$\delta_{OCO} = \delta_{C1,O2} + \delta_{C1,O4} + \delta_{O2,O4}$$

Once again, we observe (Figure 6a) agreement with the breaking of the $\pi$ resonance in the first part of the rotation but the final value of $\delta_{OCO}$, slightly smaller than that of the E conformer (2.171 vs 2.173 au), is not in line with hyperconjugative expectations.
4.4 Resonance structure probabilities

As a final test related to how electrons are distributed in the space, we can obtain the evolution of certain RSRSs along rigid rotation. We will consider the division of our molecule into four regions: C1, O2, H3, and the OH fragment. The RSRS associated to Lewis resonance structures III and IV (Figure 3) is given by the vector \((n_C, n_{O2}, n_{H3}, n_{OH}) = (6, 9, 1, 8)\). Its evolution can be found in Figure 6b, together with those of the two most probable RSRSs, \(\text{H}^\text{8C}^\text{3}O^\text{2}^{-}(\text{OH})^{-1}\) and \(\text{H}^\text{8C}^\text{2}O^\text{1}^{-}(\text{OH})^{-1}\), given by \((3, 10, 1, 10)\) and \((4, 9, 1, 10)\), respectively. Firstly, we observe that the variation of the RSRS associated to both \(\pi\) and \(\sigma\) resonances is smaller than that of the most probable structures. Secondly, the probability of the hyperconjugative RSRS decreases at the perpendicular arrangement, in agreement with the reduced \(\pi\) resonance. Not surprisingly, this RSRS is more important in the E conformer than in the Z conformation, providing another topological evidence of the ineffectiveness of the hyperconjugative interaction.

4.5 The energetic origin of the Z preference

At this point, we have found that there are topological evidences supporting the breaking of the OCO \(\pi\) resonance in the halfway to the Z arrangement from the E conformer. However, the only signs that can be associated to the better hyperconjugative resonance in Z are of doubtful importance. We want to conclude this topological analysis of the rigid rotation of formic acid with the IQA energetic scheme. As we will see, it will present another indication of the small importance of hyperconjugation in the Z effect and it will offer the energetic origin of this conformational preference.

In order to continue the comparison to resonance effects, we should consider the division of our molecular system into two regions: the OCO moiety and the two hydrogen atoms. This leads to the next partition of the molecular energy:

\[
E = E_{\text{net}}(\text{OCO}) + E_{\text{net}}(\text{HH}) + V_{\text{int}}(\text{OCO}, \text{HH})
\]  

(8)

With this scheme, resonance effects associated to the OCO moiety should be visible through the \(E_{\text{net}}(\text{OCO})\) term.

The same pattern as in previous sections is found here: there are evidences for the \(\pi\) resonance, but not for the \(\sigma\) one. The evolution of \(E_{\text{net}}(\text{OCO})\) fits that of the total energy until the perpendicular structure is reached (Figure 7a). This clearly indicates that the energetic origin of the barrier takes place inside the OCO moiety, as it is predicted according to the \(\pi\) resonance. Conversely, \(E_{\text{net}}(\text{OCO})\) is almost identical at both planar arrangements, being slightly larger in the Z conformation (around 0.6 kJ·mol\(^{-1}\)). This is, the energy terms taking place inside the OCO moiety, where the hyperconjugation interaction should be included, point toward the incorrect preference for the E disposition.

The origin of the shape exhibited by \(E_{\text{net}}(\text{OCO})\) can be investigated by splitting this energy into three contributions: the non-interacting net energy of the OCO fragment, defined by the sum of the net energies of the components, \(E_{\text{net}}^0(\text{OCO}) = E_{\text{net}}(\text{C1}) + E_{\text{net}}(\text{O2}) + E_{\text{net}}(\text{O4})\), the classic interactions among the different atoms in OCO, \(V_{\text{class}}(\text{OCO})\), and the exchange interaction, \(V_{\text{ex}}(\text{OCO})\).\(^*\) Meaningfully, the second one is the term that actually defines the shape of \(E_{\text{net}}(\text{OCO})\), as it can be seen in Figure 7b. Hence, the charge displacements associated to the \(\pi\) resonance breaking destabilize the molecule through classical interactions, instead of altering significantly the exchange contribution, normally attributed to the bond formation.

Figure 7a also points out that the stabilizing origin of the Z structure lies on the interaction between the OCO and

\(^{*}\)At HF level, there is no correlation energy. Hence, exchange-correlation terms (\(x\) subscript) only present the exchange contribution (\(x\) subscript).
the hydrogens. Actually, it is the interaction between the OCO and the acid hydrogen (H5) the one stabilizing the Z formic acid (Figure 7c). Its decomposition in different energy terms, Figure 7d, reflects the importance of the classical interaction between the carbonyl oxygen and the acid hydrogen (concretely, the attraction of the carbonyl oxygen electron density by the hydrogen nucleus). We highlight that also the interaction between the atoms in the OH bond are of importance (Figure 7d), but the O2⋯H5 interaction is clearly the key in this conformational trend. It is noteworthy that Mo proposed also an electrostatic origin for a similar conformational preference (the anomic effect), heretofore justified by an equivalent hyperconjugative interaction.

Interestingly, the importance of this interaction allows explaining why the Z preference is enhanced when changing the carbonyl oxygen (X=O) by a sulphur (X=S) or by a selenium (X=Se) atom, as indicated in a previous study. The electron density of these atoms is larger than that of oxygen, which permits enhancing the X2⋯H5 interaction. In this manner, the energy differences between the rigid Z arrangement and the E conformer are -21.1 kJ·mol⁻¹ for S and -22.4 kJ·mol⁻¹ for Se, whereas it was -17.9 kJ·mol⁻¹ for O. We remark that the qualitative use of the HM leads us to the opposite trend, as the delocalization of the oxygen lone pair in the σ⁺ CX orbital should be less effective.

4.6 Towards geometry relaxation

Finally, it can be of interest to examine how all the previous quantities vary from the final frozen conformation to the relaxed one. Results are contained within Table 1, where we observe that:

- the C=O bond enlarges whereas the C−O one shrinks;
- in line with the previous observation, ρ_H associated to the C=O bond decreases, whereas it increases for the ether bond;
- upon relaxation, both the ether and the carbonyl oxygens endow less electron population;

- the electron populations associated to lone pairs of the ether oxygen and to the C=O bond decrease, whereas the one of the C–O bond increases;

- although the previous point is in line with the HM, the amount associated to the O4 lone pairs is really small and it is also lower than the increase in the C–O bond;

- the intrinsic delocalization index in the OCO moiety increases just 0.001 au upon relaxation;

- there is no appreciable variation in the probability of the RSRS associated to Lewis structures III and IV (Figure 3);

- both the OCO and the HH moieties are stabilized upon relaxation, whereas its interaction is less favourable although some of the previous observations are not in line with the hyperconjugative interaction, a few of them seem to support it. Consequently, the hyperconjugative interaction is not necessarily excluded in the geometrical relaxation. Thus, whereas the origin of the preference for the Z arrangement does not lie in the \( \Delta p_{O} \rightarrow \sigma_{CO} \) hyperconjugative interaction, the geometrical variation could still be ascribed to it.

It is of importance to notice that these geometrical relaxation decreases the energy of the Z Conformation by just 2.6 kJ·mol\(^{-1}\), whereas the rigid rotation accounts for -17.9 kJ·mol\(^{-1}\).

Table 1. Variation in different properties (\( \Delta P \)) upon geometrical relaxation from the Z rigid conformation. Bond distances (\( d_{ij} \)) are in Å, whereas energies are in kJ·mol\(^{-1}\). The rest of the magnitudes are in au.

<table>
<thead>
<tr>
<th>( \Delta P )</th>
<th>( \Delta P_{relax} - \Delta P_{rigid} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta d_{C=O} )</td>
<td>0.006</td>
</tr>
<tr>
<td>( \Delta d_{C=\cdots} )</td>
<td>-0.006</td>
</tr>
<tr>
<td>( \Delta d_{C=\cdots} )</td>
<td>-0.006</td>
</tr>
<tr>
<td>( \Delta d_{\text{HH}} )</td>
<td>0.005</td>
</tr>
<tr>
<td>( \Delta \rho_{\text{O}}(\text{C}=\text{O}) )</td>
<td>-0.0064</td>
</tr>
<tr>
<td>( \Delta \rho_{\text{O}}(\text{C}=\text{O}) )</td>
<td>0.0049</td>
</tr>
<tr>
<td>( \Delta N_{\text{C}1} )</td>
<td>-0.007</td>
</tr>
<tr>
<td>( \Delta N_{\text{O}2} )</td>
<td>-0.004</td>
</tr>
<tr>
<td>( \Delta N_{\text{H}3} )</td>
<td>0.011</td>
</tr>
<tr>
<td>( \Delta N_{\text{O}4} )</td>
<td>-0.005</td>
</tr>
<tr>
<td>( \Delta N_{\text{H}5} )</td>
<td>0.005</td>
</tr>
</tbody>
</table>

5. Conclusions

We present here strong evidences of that the hyperconjugative interaction between the lone pair of the ether oxygen and the \( \sigma_{\text{C}=\text{O}} \) molecular orbital is not responsible of the Z preference in formic acid. Data based on topological tools point towards the interaction between the carbonyl oxygen and the acid hydrogen as the leading interaction favoring this conformation. Moreover, this explanation can be extended \textit{mutatis mutandis} to explain this conformational preference in amides or in even more exotic species, as PNA or proteins, where the hyperconjugative interaction could not be invoked.
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