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Excluding Hyperconjugation from the Z Conformational

Preference and Investigating its Origin: Formic Acid and

Beyond

David Ferro-Costas1* and Ricardo A. Mosquera1

Abstract

Carboxylic acids, esters, secondary amides, and related molecules share a thermodynamic preference for the Z arrangement

of their X=C−Y−R moiety. This conformational predisposition is known as the Z effect and its most common explanation

invokes the hyperconjugation from a Y lone pair to the σ∗CX orbital. In this work, we present clear topological evidences

of that hyperconjugation is not responsible for the Z preference. Diverse tools defined within the Quantum Chemical

Topology framework (as, for example, atomic and electron localization function populations or the interacting quantum atoms

energy decomposition) were used to analyse the evolution of formic acid from the E conformer towards the Z conformation.

Results highlight the important role of the π resonance in the barrier between conformers and they also indicate that the

hyperconjugative interaction lacks of leading role. Concretely, in a X=C−Y−R structure, the X· · ·R interaction seems to be

the key to understand the preference for the Z arrangement of the moiety. Interestingly, our proposed explanation can be

extended to a wide set of molecules presenting the same conformational preference, as proteins or peptide nucleic acids.
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1. Introduction

Experimental and computational studies established, long
ago, that peptides exhibit a thermodynamical preference for
the Z arrangement. [1] In this fashion, systems composed
by units linked through peptide bonds are consequently
affected by this Z predilection, being proteins or peptide
nucleic acids (PNAs) important examples of biological sig-
nificance. Interestingly, this conformational trend, named
Z effect, is not only limited to peptide structures and, as a
matter of fact, it can be found in esters, carboxylic acids,
amides and related molecules (i.e. X=C−Y−R moieties,
Figure 1).

As this effect is also presented in small systems, an in-
teresting advantage rises: rigorous quantum mechanical
methods can be used with them to delve into the basis (i.e.
the electronic origin) of this conformational preference,
leading to clearer ideas than those that could be achieved
by analysing large systems, where such methods cannot be
carried out yet, due to the consequent colossal computa-
tional cost, and/or where the huge amount of data could
hide simple explanations.

Theoretical (and experimental) studies on RCOOR’ mo-
lecules [2–4] (R,R’ = H, CH3) did not only confirm that the Z
isomer is more stable than the E one, but they also conside-
red this preference as an example of the famous anomeric
effect. [5] Along those lines, diverse explanations were in-
voked to understand the Z preference that characterizes this
effect as, for example: (i) steric repulsions, [6] (ii) lone pair

repulsions, [7,8] (iii) dipole-dipole interactions, [9,10] or (iv)
the acclaimed hyperconjugative interactions. [11] The last
one, which proposes the overlap between the electron pair
on the ether oxygen (l pO) and the σ∗ orbital of the C=O
bond, notably rooted in the chemical community and it has
been considered the preferred explanation for both the Z
and the anomeric effects. [3] Thus, the Z effect is usually
listed among those chemical facts where hyperconjugation
can be invoked to obtain a successful explanation.

The achievements of the hyperconjugative model (HM)
were so remarkable that, even nowadays, explanations
based on it are still very popular among a wide part of the
chemical community, even though hyperconjugation is not
a physical observable but a consequence derived from the
shortcomings affecting the frameworks of chemical bond.
In fact, it is even not unusual to find the term “hypercon-
jugative interaction” in chemical literature, sprinkling some
physical meaning on, possibly, the most precious mathe-
matical objects within chemistry: the molecular orbitals.

Probably, the first conceptual problem associated to the
hyperconjugative explanation appears when we come back
to the biological systems. The N atom in a peptidic bond
lacks a lone pair of electrons at the OCN plane, which in-
validates the extension of the hyperconjugative origin to
the Z preference in PNAs or proteins. Moreover, during
the last decades, studies carried out with modern electron
density analysis methods, which deal with a real observable
(electron density), such as the prestigious quantum theory
of atoms in molecules (QTAIM), [12–15] or with methods
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basins is, generally, close to two electrons, reinforcing the
idea of that ELF recovers the two-electron structure of the
molecule.

2.3 Delocalization indices

In Lewis structures, the number of electrons associated to a
given atom could be divided into localized and shared elec-
trons. With a similar perspective, atomic populations can
be divided into two contributions: one accounting for the
localized electrons in the atom (λΩ) and another account-
ing for the number of delocalized electrons (δΩΩ′):

[30–35]

NΩ =λΩ+
∑

Ω′ 6=Ω

δΩΩ′ (2)

Concretely, given two atomic basins Ω and Ω′, their de-
localization index, δΩΩ′ , is a quantitative measure of the
number of shared electron pairs between them and it can
be obtained through the exchange-correlation part of the
second-order reduced density matrix (ρxc

2 ) according to:

δΩΩ′ =−2

∫

Ω

dr1

∫

Ω′

dr2ρ
xc
2 (r1,r2) (3)

These delocalization indices play, in orbital-free theories
of the chemical bond, the same role as bond orders in
conventional molecular orbital treatments. [36]

2.4 Statistic of the distribution of electrons

The square of the wave function of the system, Γ = Ψ∗Ψ,
can be used to obtain the probability of a given event. Con-
cretely, for a system of N electrons, Γ (x1, ..., xN )d x1...d xN

gives us the probability of having electron 1 at d x1, ...,
and electron N at d xN , where x is understood as a com-
bined space-spin coordinate. Similarly, integrating over
the corresponding basins, we can obtain the probability of
finding simultaneously nA electrons within atomic basin
ΩA , nB electrons within ΩB, ..., and nM electrons within
ΩM , where nA to nM are integers which sum up to the total
number of electrons,

∑M

i=A ni = N . Each partition of the N

electrons leads to a real space resonance structure (RSRS),
resembling a classical Pauling resonance structure, whose
probability is given by: [37]

p(nA,nB, ...nM ) =
N !

Π
M
i=A

ni!

∫

D

dτΨ∗Ψ =N

∫

D

dτΓ (4)

where N is a combinatorial factor in charge of indistin-
guishability and D is a domain in which the first nA elec-
trons are integrated over ΩA, the second nB electrons over
ΩB, ..., and the last nM electrons over ΩM . The electron dis-
tribution function (EDF) [37–41] is defined by the collection
of all the probabilities for each RSRS.

2.5 Interacting quantum atoms

Nature has provided us with electrons that can be described
with two-particle interactions only. Thus, the averaged
energy of a molecule can be obtained using, exclusively, its
first reduced density matrix (1-rdm) and its pair density
(ρ2). [42]

The partition of the space into atomic basins also leads
to the division of functions into atomic contributions. Split-
ting both the 1-rdm and ρ2 using QTAIM basins allows the
partition of all the energy components into intra- and inter-
atomic contributions. Thus, the energy of a system can be
written as: [43]

E =
∑

i

Enet(Ωi)+
∑

i> j

∑

j

Vint(Ωi ,Ω j) (5)

where the net energy of each atom, Enet(Ωi), contains all the
terms taking place exclusively in the atom, whereas the in-
teraction energy between each pair of atoms, Vint(Ωi ,Ω j), is
the collection of those terms including two different atomic
basins. This interaction energy is normally written as a sum
of two contributions, one containing all the interatomic
interaction energies depending on ρ(r), in what we call
Vclas, and another accounting for the exchange-correlation
part of the pair density, Vxc:

Vint(Ωi ,Ω j) = Vclas(Ωi ,Ω j)+Vxc(Ωi ,Ω j) (6)

As a consequence of this interacting quantum atoms
(IQA) scheme, [43,44] a system can be analysed in terms
of its constituent atoms and the interaction among them,
which gives an intuitive idea of how a system works in
terms of a classical conception of the Chemistry, devoid of
orbital definitions.

3. System and Software

We will analyse the prototypical formic acid, as it is the
simplest molecule exhibiting the Z effect. As the role of
geometry relaxation is recommended to be decoupled from
that of rigid rotation to analyse the effects of hyperconjuga-
tive interactions, [45,46] we will consider the optimized E
structure and the rigid rotation from it towards the Z ar-
rangement. The geometrical relaxation from the previous
conformation towards the Z conformer will be analysed in
a separated step.

Monodeterminantal Hartree-Fock (HF) wave functions
were obtained with Gaussian (v09) [47] using the stan-
dard 6-311++ (2d,2p) 6d basis set. Bond properties and
atomic populations were computed using the AIMPAC

package, [48,49] whereas Multiwfn [50] was used for ELF
populations. Finally, both the EDF and the IQA scheme were
calculated using EDF [41,51] and PROMOLDEN

[43] codes,
developed by the Quantum Chemistry group of Oviedo Uni-
versity.

As we noted in previous works, [22–24] the Z preference
is appropriately described at the HF level. This fact can be
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confirmed by Figure 2, which contains the energy profiles
obtained with HF and CCSD calculations for the rigid rota-
tion. Moreover, the evolution of the electron density at the
bcps and of QTAIM populations present the same trends
with both methodologies. All these facts point towards a
general origin for this preference that should be captured
even when crude approximations are introduced, as the
use of HF descriptions. Furthermore, these are not the only
reasons to use the HF methodology. On the one side, DFT
or perturbational methods can be used neither to obtain
the EDF, nor to perform the IQA energy scheme. On the
other side, CASSCF calculations to describe the molecule
along the rigid rotation would lead to longer running times
for both EDF and IQA schemes, without really introducing
significant differences in the results. Finally, Multiwfn
calculates the ELF according to its usual formulation, only
well defined for monodeterminatal wave functions.
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Figure 2. HF and CCSD energy profiles for the rigid rotation
of the OCOH dihedral angle in formic acid.

4. Results

Along the whole rigid rotation from the E conformer, two
other conformations are of interest: the one described by a
OCOH dihedral angle around 90 degrees and the Z arran-
gement. According to traditional chemical knowledge, the
OCO π resonance is broken in the first conformation, which
would explain the energy barrier between the planar dispo-
sitions (Figure 2). On the other side, OCO hyperconjugation
is more effective at 0 than at 180 degrees, which would
justify the Z preference in formic acid.

It is necessary, then, to show the considered most sig-
nificant Lewis structures (LSs) for our three important geo-
metries. Both planar conformations are endowed with a
resonance of the π electrons, normally indicated through
the three LSs given in Figure 3a. Moreover, the Z structure
presents an extra LS, IV, due to the σ resonance described
by the l pO→σ

∗
CO hyperconjugative interaction, enhanced

in this nuclear disposition (Figure 3b). Both effects are
less effective in non-planar conformations and, hence, the
perpendicular disposition would be mainly characterized

only by LSs I and II (Figure 3a). Whenever possible, we
will compare this description with the variation of diverse
topological properties that our molecule overcomes upon
rigid rotation from the E conformer.

H3
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O2

O4

H5

H5

H

O

O

H

H

H

O

O

H

H

(a) π resonance

(b) σ hyperconjugation
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O

O

H

H

O

O

H

IV

II IIII

Figure 3. Resonance structures associated to the π
resonance in both planar structures (a) and the extra
structure associated to the σ resonance related to the
hyperconjugative interaction in the Z structure (b).

4.1 Properties at bond critical points

Our molecule presents four bcps along the whole rigid rota-
tion, one for each pair of atoms traditionally involved in a
chemical bond. The evolution of the electron density at the
bcps associated to the two C−O bonds (C1=O2 and C1−O4,
see LS I in Figure 3a for atom labering) is shown in Figure
4. In it, we can see how ρb for the carbonyl bond finds its
minimum value around 90 degrees, where the ether bond
exhibits its maximum value. These two findings do not
agree with the breaking of the π resonance in the OCO unit
at this point, where the resonance hydrid at this point is
understood as a combination of structures I and II, lacking
the form III (Figure 3a). However, these topological results
are based on magnitudes at bcps situated in the OCO plane
and, hence, π-resonance effects are probably not visible at
them.

Interestingly, we observe facts that are consistent with
the idea of more effective hyperconjugative l pO → σ

∗
CO

interaction in the Z arrangement, which should weaken the
C1=O2 bond and reinforce the C1−O4 one. Thus, ρb for
the carbonyl bond is smaller in the Z rigid conformation
than in the E one, finding the opposite trend for the ether
bond (Figure 4). Nevertheless, we are dealing with a local
magnitude (calculated at a single point) and it could be
more representative to obtain quantities arising from the
consideration of different points, in order to better account
for hyperconjugative interations and π resonances.

4.2 Evolution of atomic and ELF populations

The analysis of integrated magnitudes seems to be necessary
after observing the results of the previous section. The
first quantity of interest is the atomic population of each
individual atom defining the OCO moiety, whose evolution
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- upon relaxation, both the ether and the carbonyl
oxygens endow less electron population;

- the electron populations associated to lone pairs of
the ether oxygen and to the C=O bond decrease,
whereas the one of the C−O bond increases;

- although the previous point is in line with the HM,
the amount associated to the O4 lone pairs is really
small and it is also lower than the increase in the
C−O bond;

- the intrinsic delocalization index in the OCO moiety
increases just 0.001 au upon relaxation;

- there is no appreciable variation in the probability
of the RSRS associated to Lewis structures III and IV
(Figure 3);

- both the OCO and the HH moieties are stabilized upon
relaxation, whereas its interaction is less favourable

Although some of the previous observations are not in
line with the hyperconjugative interaction, a few of them
seem to support it. Consequently, the hyperconjugative
interaction is not necessarily excluded in the geometrical
relaxation. Thus, whereas the origin of the preference for
the Z arrangement does not lie in the l pO→σ

∗
CO hypercon-

jugative interaction, the geometrical variation could still be
ascribed to it.

It is of importance to notice that these geometrical re-
laxation decreases the energy of the Z conformation by just
2.6 kJ·mol−1, whereas the rigid rotation accounts for -17.9
kJ·mol−1.

Table 1. Variation in different properties (P) upon
geometrical relaxation from the Z rigid conformation.
Bond distances (di− j) are in Å, whereas energies are in
kJ·mol−1. The rest of the magnitudes are in au.

∆P = PZ relax − PZ rigid

∆dC=O : 0.006 ∆EHF : -2.6
∆dC−O : -0.006 ∆Enet(OCO) : -6.8
∆dC−H : -0.006 ∆Enet(HH) : -9.9
∆dO−H : 0.005 ∆Vint(OCO,HH) : 14.1

∆ρb(C =O) : -0.0064 ∆δOCO : 0.001
∆ρb(C−O) : 0.0049 ∆p(6,9,1,8) : 0.000

∆NC1 : -0.007 ∆NV (O2) : 0.029
∆NO2 : -0.004 ∆NV (O4) : -0.002
∆NH3 : 0.011 ∆NV (C1−O2) : -0.025
∆NO4 : -0.005 ∆NV (C1−H3) : -0.003
∆NH5 : 0.005 ∆NV (C1−O4) : 0.009

∆NV (O4−H5) : -0.008

5. Conclusions

We present here strong evidences of that the hyperconjuga-
tive interaction between the lone pair of the ether oxygen
and the σ∗C=O molecular orbital is not responsible of the Z
preference in formic acid. Data based on topological tools
point towards the interaction between the carbonyl oxygen
and the acid hydrogen as the leading interaction favoring
this conformation. Moreover, this explanation can be ex-
tended mutatis mutandis to explain this conformational
preference in amides or in even more exotic species, as
PNAs or proteins, where the hyperconjugative interaction
could not be invoked.
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