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the different atomic interactions in the system. Additionally, it is
appropriate and convenient in many situations to model a collec-
tion of atoms within a lattice as a single unit or rigid body with
fixed intramolecular distances and angles. This type of analysis
is well-suited for MD simulations of systems with very rapid in-
tramolecular bond vibrations—where the use of classical methods
is questionable10, relative to the vibrations of neighboring units
or atoms. For example, in metal hexaborides the internal modes
of the boron octahedra sub-lattice structures are of frequencies in
the range of 20-38 T Hz11. To capture the dynamics of these high-
frequency vibrations with MD simulations, very short integration
time-steps of less than 2.5 f s are required, and probably signif-
icantly smaller for practical reasons. In addition, the external
modes of vibration are of far smaller frequencies; therefore, the
octahedral units effectively act as rigid bodies in comparison to
their surroundings. This type of model has recently been used by
Schmidt et al.12 to study the energetic and dynamic trends in var-
ious metal hexaboride systems. The use of rigid bonds and bodies
has the benefit of reducing the number of degrees of freedom of
the system, allowing for molecular simulations of greater time
and length-scales. Many systems contain structures that can be
appropriately described by rigid body dynamics, including metal
nanoparticles, polymers, and fullerenes among others. Dynamic
or equilibrium analysis in these type of systems requires accurate
interatomic potentials for atoms interacting among fixed clusters
or rigid units. These interaction atomic potentials are typically
obtained from either experimental data or quality ab initio calcu-
lations of the energetics in the system.

Extraction of interatomic potentials from energy landscapes is
very costly from a computational standpoint. A fine grid of en-
ergy evaluations is required for accurate sampling of the land-
scape. Expanding the application of cohesive energy inversion
techniques could provide important advantages in simplifying,
systematizing, and speeding up the task of obtaining pairwise po-
tentials using ab initio methods. The method proposed in this
work provides a more general framework for cohesive energy in-
versions that is robust and accurate for systems well-described
by pairwise potential interactions. Our results show very good
reproduction of cohesive energies with more accuracy than using
current approaches such as Chen-Möbius9 with the additional ad-
vantage of broader applications.

2 Background

2.1 Crystal Lattices

Crystals are defined by an atomic basis, or unit cell, containing
any number of atoms in a precise arrangement which infinitely
repeats on a lattice geometry13. Three lattice vectors, (a1, a2, a3),
specify the span of the unit cell in R

3. Defining the origin to be
any coordinate in R

3, each atom “i” described by the basis will
be located at a point ri from the origin within the unit cell, in
addition to appearing in every replica cell in the lattice. The set
Ri of coordinates for each atom “i” satisfies

Ri = {ri +ma1 +na2 + la3 : {m,n, l} ⊆ Z}, (1)

Fig. 1 Two-dimensional lattice of a single atom αi surrounded by 24 β

atoms. β atoms labeled according to normalized shell distances yk for
five shells.

where Z is the set of all integers, Ri ⊆ R, and R is the set of
all atomic coordinates within the crystal displaced from the ori-
gin. The lattice geometries can be of the familiar isometric types,
such as body-centered cubic (BCC), face-centered cubic (FCC),
and simple cubic (SC), or any of the other eleven unique Bravais
lattices. For a specified lattice geometry, atomic basis, and lattice
constant, the distance between two arbitrary α-type and β -type
atoms is given by the separation vector r

〈αβ 〉
i j = r

〈α〉
i − r

〈β 〉
j , with

{r〈α〉i ,r
〈β 〉
j } ∈ R. Note that the α-β pair can result from either

homatomic or hetero-atomic interactions.
Figure 1 shows a two-dimensional square lattice with a single

atom αi surrounded by its β -type neighbors. We find that multiple
atoms rest on the boundary of circles or shells having radius y

〈αβ 〉
k

as we move outward from αi, where we have defined

y
〈αβ 〉
k

=

∣

∣

∣
r
〈αβ 〉
k

∣

∣

∣

a
∀ r

〈αβ 〉
k
∈
{

r
〈αβ 〉
i j

}

, (2)

as the dimensionless distance, and the subscript “k” denotes the
shell where the atoms are located. Each element in the ordered
set y

〈αβ 〉
k
∈ Y

〈αβ 〉 refers to atoms located on the surface of the kth

nearest shell of radius r
〈αβ 〉
k

= (y
〈αβ 〉
k
·a) in the lattice, where “a” is

the lattice constant. We can enumerate the β j atoms which have
degenerate displacements from αi using the set of pairwise dis-
tances {r〈αβ 〉

i j } to create the radial number distribution function

n
〈αβ 〉(y) = ∑

j

δ



 y−

∣

∣

∣
r
〈αβ 〉
i j

∣

∣

∣

a



 , (3)

where δ [·] is the unit impulse function. The set Y⊇Y
〈αβ 〉 and dis-

tribution n
〈αβ 〉(·) are each uniquely determined by the basis and

lattice-type for each lattice constant. This relationship is depicted
in Fig. 2 for the square lattice of Fig. 1.

A common procedure used to generate cohesive energy data
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Fig. 2 Radial number distribution function n
〈αβ 〉 for the two-dimensional

lattice of Fig. 1. Each non-zero value represents the number of β atoms
located at the normalized distance y

〈αβ 〉
k .

as a function of interatomic distance from ab initio methods is to
perform in silico expansions of the lattice and compute the en-
ergy of the system as a function of distance—typically in units of
lattice constant. In isotropic expansions of a lattice, all the atoms
move uniformly from a given origin to new positions proportional
to the increase or decrease in size. In such cases, both the lat-
tice constant and the interatomic pairwise distances increase by
the same factor during the cell volume expansions. Lattices with
isotropic expansions will therefore have a fixed set Y regardless
of the lattice constant and produce a single radial number distri-
bution function independent of the lattice constant and α-β pairs.
These expansions are typical for calculations involving isometric
lattices lacking rigid bodies, where each atom is prescribed a lo-
cation within the unit cell that is linearly dependent on one or all
of the lattice vectors. When rigid bodies are used to characterize
a system, the distances between atoms within the rigid unit are
constant and no longer proportional to the lattice size throughout
the expansion process. Atoms constrained by a fixed distance or
bond will produce a set Y and number distribution n(·) which are
dependent on the lattice constant, and we refer to these cases as
non-uniform, or anisotropic, expansions.

2.2 Cohesion

The total energy of a crystal can be decomposed into a series of
summations of interatomic potentials as a function of the atomic
coordinates, {r}, plus the contributions from isolated atomic en-
ergies, φ◦(·). The interatomic potentials include interactions be-
tween pairs, triplets, and so forth, and the total energy is given
by

Etot = ∑
i

φ◦(ri)+
1

2!
∑

i
∑

j

φ2(ri,r j) (4)

+
1

3!
∑

i
∑

j
∑
k

φ3(ri,r j,rk)+ · · · ,

where φN(·) refers to an interaction potential involving N atoms.
For the purpose of this work, we approximate the total energy per
atom as

Etot,i = φ◦i +
1

2
∑

j

φ(ri j), (5)

where ri j is the separation vector between atoms “i” and “j”, and
the contribution of the higher-order interactions (ternary and
above) is implicitly included or added in the binary potentials.
For many applications, Eqn (5) is a valid approximation as most
of the interatomic contributions to the total energy are due to bi-
nary interactions. The cohesive energy per atom is then defined
as

Ecoh,i = Etot,i−φ◦i =
1

2
∑

j

φ(ri j). (6)

Using the relationships given by Eqn (2) and Eqn (3), we can
rewrite the cohesive energy per αi atom as

E
〈α〉
coh,i(a) =

1

2
∑
β

∑
k

n
〈αβ 〉(y〈αβ 〉

k
) ·φ 〈αβ 〉(y〈αβ 〉

k
·a), (7)

in which, for a given α-β lattice structure, the only unknown is
the pairwise interaction potential, φ 〈αβ 〉(·).

2.3 Cohesive Energy Inversion Methods

Methods to extract interaction potentials from cohesive energy
data typically follow a Gaussian elimination process to yield an
“exact” potential with the ability to reproduce the correct cohesive
energy through a lattice summation using Eqn (7). For a one-
component system, though the method can be easily extended to
multicomponent systems, the cohesive energy per atom is given
by

Ecoh,i(a) =
Ns

∑
k=1

n(yk)

2
φ(yk ·a), (8)

where the subscript “k” indicates the spherical shell in which
neighboring atoms are located, ordered monotonically from near-
est to furthest, and Ns is the total number of shells included in the
calculation. To solve for the value of the interaction potential
at the nearest-neighbor distance, y1 · a, we can readily rearrange
Eqn (8) to obtain

φ(y1 ·a) =
2 ·Ecoh,i(a)

n(y1)
−

Ns

∑
k=2

n(yk)

n(y1)
φ(yk ·a). (9)

The complete pair-potential is then constructed by solving
some variation of Eqn (9) for a range of nearest-neighbor dis-
tances, and the specific procedure varies depending on which
method is used for the inversion process. The method proposed
by Carlsson, Gelatt, and Ehrenreich14 (CGE) defines a linear
transformation, θ , which produces the cohesive energy when
applied to the pair-potential, such that Ecoh,i = θφ(r). Inver-
sion of this relationship isolates the pair-potential at the nearest-
neighbor distance as an explicit function of the cohesive energy.
The expression for θ is found through use of a weighted-scale
transformation operator, Tk,

Tk ·φ(y1 ·a) =
1

2
n(yk)φ(yk ·a), (10)

which, when applied to the pair-potential at the first nearest-
neighbor distance, gives the contribution of the kth shell atoms to
the cohesive energy using the set of shell distances, yk, and their
respective multiplicities, n(yk). This relationship assumes that all
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distances vary linearly with lattice constant sizes, since the set of
values of {y} and n(·) are derived from a single geometrical layout
of the crystal. The cohesive energy can then be written in terms
of the linear transformation θ as

Ecoh,i(a) = ∑
k

Tkφ(y1 ·a) = θφ(y1 ·a), (11)

with

θ = T1

(

1+
∞

∑
k=2

T
−1
1

Tk

)

. (12)

Taking the inverse of θ , we get

φ(y1 ·a) = θ−1
Ecoh,i(a), (13)

and substitution of the expressions for the transformation opera-
tor Tk produces the desired expression for the pairwise potential
at y1.

The procedure by Bazant15 uses recursive substitution of
Eqn (9) in a manner similar to the CGE method, with one
caveat—the cohesive energy of crystals at low density, or equiva-
lently at large lattice expansions, is assumed to correspond to the
energy of unscreened atoms interacting in a gaseous phase, which
is not the same as the energy of screened long-range atomic inter-
actions encountered in bulk crystals. Bazant15 therefore modifies
the cohesive energy curve to achieve a smooth convergence to
zero at an optimized separation distance. The pair-potential is
then obtained in reverse order by using the largest lattice con-
stant of the expansions first, which require a minimal number of
shells, and iteratively works backward to produce the inversion.

The Chen-Möbius inversion method9 is an alternative for
highly symmetric lattices, where the elements yk ∈Y closely form
a multiplicative semi-group. In lattices with a high degree of sym-
metry, the set of distances Y contains many elements that obey the
relationship ym · yn = yp for m 6= n 6= p. The Möbius function can
be used with this, or a modified semi-group, to obtain inversion
coefficients such that

φ(y1 ·a) = 2

Ns

∑
k=1

J(k) ·Ecoh,i

(

B(k) ·a
)

, (14)

where J(k) are the inversion coefficients, Ns is the number of lat-
tice points used to invert the potential at y1 ·a, and B(k) refers to
the multiplicative semi-group describing the atomic lattice points
in the crystal. When applicable, the method provides fast conver-
gence and ease of implementation.

All of these methods require lattice expansions to be performed
isotropically, where the set Y is fixed and the radial number dis-
tribution function n(·) is identical for any lattice constant value.
Systems containing fixed or rigid intramolecular bonds cannot be
described by uniform lattice expansions. The set Y and n(·) are no
longer constant, precluding usage of the aforementioned methods
for extraction of pair-potentials from direct inversion of cohesive
energy curves. Atoms connected by rigid bonds are required to
remain at fixed distances relative to each other. Although the
centroids of the rigid units have displacements varying equally
proportional to the lattice expansion, each absolute atomic dis-
tance to the origin will not. A new set of distances Yd and num-

ber distribution function nd(·) have to be defined for these type
of systems as a function of the separation distance, ad , typically
in units of lattice constant.

3 Rigid Cluster Systems

3.1 Isotropic vs Anisotropic Expansions

To illustrate the difference between the term “isotropic” versus
“anisotropic” for in silico expansions of lattice structures, we start
with a one-component simple cubic (SC) lattice of an atom at the
origin. In this structure, atoms are located at the vertices of an
infinitely repeating cubic box. The locations of each atom “j” from
some atom “i” are described by the set Y

〈SC〉, with elements

y
〈SC〉
k
⊆
{ |ri j|

a
=
√

m2 +n2 + l2

}

∀ {{m,n, l} ⊆ Z : (m,n, l) 6= (0,0,0)}.
(15)

In isotropic expansions of the lattice structure, the distance of
the kth shell surrounding an atom is determined by product yk ·a.
The displacements of these shells as a function of the lattice con-
stant are shown in Fig. 3 for this SC lattice structure. Each line
represents an occupied spherical shell as the lattice expands. In
addition to the set Y

〈SC〉 being identical for all lattice sizes, the
distribution n

〈SC〉 (shown in Fig. 4) is also constant with respect
to a.

Fig. 3 Locations of radial shells containing neighboring atoms as a
function of lattice constant for a single atom in a SC lattice with isotropic
expansions of the crystal structure. Lowest line refers to the 1st

nearest-neighbor distance.

However, the simple and straight-line patterns of Fig. 3 cannot
be obtained for a lattice structure with fixed sub-lattice units. For
example, Fig. 5 shows the structure of a SC lattice with octahedral
units of space group Pm3̄m symmetry, typical of the boron frame-
work in metal hexaborides and other compounds. The octahe-
dral unit has side-lengths LOh with atoms located on the vertices
of the polyhedron at the 6 f crystallographic sites. The barycen-
ters of the octahedra are placed at the central sites of a cube, as
depicted in Fig. 5. In the case of metal hexaborides, the boron
octahedral sub-structures are fairly rigid16. Density functional
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Fig. 4 Radial number distribution function of neighboring atoms in a
simple cubic lattice for pairwise distances up to r

〈SC〉
k = 8 ·a. Each bar

corresponds to the number of atoms located at the normalized distance,
y
〈SC〉
k = |r〈SC〉

k |/a. Inset: 27 unit cells showing spatial locations of first
three radial distances—yellow atom placed at the origin.

Fig. 5 Octahedral cluster arrangement typical of the boron structure in
metal hexaborides. The first nearest-neighbor inter-octahedral bonds at
y
〈Oh〉
1

are shown as blue rods connecting the octahedra.

theory (DFT) methods can be used to obtain energetics of the
boron-boron interaction between atoms in separate octahedral
units as a function of the separation distances by performing en-
ergy calculations on lattice expansions that fix the relative loca-
tion of the octahedral barycenters in the unit cell while increasing
the inter-octahedral distance. In this case, the lattice expansions
are anisotropic, as opposed to isotropic, in order to keep the in-
tramolecular bonds and volumes of the octahedral units constant,
and the set of normalized distances y

〈Oh〉
k
∈ Y

〈Oh〉 varies with the
lattice constant due to the anisotropic expansion of the lattice.

To distinguish from the isotropic expansion case, let the set
yk,d ∈ Yd and nd(·) denote the normalized displacements and
atom number distribution as function of the lattice constant ad ,
respectively, where the subscript “d” represents the number posi-
tion in the array of lattice constants used for calculations. The set

Fig. 6 Locations of radial shells containing neighboring atoms as a
function of lattice constant for a single atom within a rigid octahedral unit
having fixed side lengths of 2 Å. The octahedra are placed at the central
site of a SC lattice . Lowest line refers to the 1st nearest-neighbor
distance.

Y
〈Oh〉
d

for the octahedral system is calculated using

y
〈Oh〉
k,d ⊆















√
m2 +n2 + l2,

√

(m+2γOh

d
)2 +n2 + l2,

√

(m+ γOh

d
)2 +(n+ γOh

d
)2 + l2

∀ {{m,n, l} ⊆ Z : (m,n, l) 6= (0,0,0)}

(16)

for arbitrary side-lengths LOh , where γOh

d
is defined as

γOh

d
=

√
2 ·LOh

2 ·ad

. (17)

The locations of each spherically distributed atomic shell are
calculated using Eqn (16) and shown in Fig. 6 for a system
with LOh = 2 Å. In this case, we are only interested in the
inter-octahedral atomic interactions such that the first nearest-
neighbor distance is located between the octahedra—blue rods in
Fig. 5; therefore, the pairwise distances between neighbors lo-
cated within the same rigid structure are omitted in Fig. 6. In-
cluding these will show two additional horizontal lines located at
LOh and

√
2 ·LOh on the ordinate axis, as these refer to the rigid

intra-octahedral distances and would remain constant for every
lattice constant. The interactions from these two intra-octahedral
shells are then effectively absorbed into the isolated atomic en-
ergies using this potential model since they are invariant with
respect to lattice expansions.

There are notable differences between the shell locations of
the two systems in Fig. 3 and Fig. 6, and we will highlight two
of these in reference to the octahedral system. Figure 6 shows
unusual dips in the curves at the lower values of the lattice con-
stant where the first few nearest-neighbor distances have both
increasing and decreasing tendencies. These are caused by the
expansion of interpenetrating octahedra until the vertices of sep-
arate units meet at a = 2

√
2 Å. This effect, shown for illustration
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Fig. 7 Distribution function for a single atom within the octahedral unit
for r

〈Oh〉
k,d ≤ 3 ·ad . Octahedral units have a side length is 2 Å with the

barycenters located at the centers of a cubic lattice with ad = (2+2
√

2)

Å. Note that y
〈Oh〉
1,d refers to the nearest-neighbor shell containing one

atom. Inset: Eight unit cells of the octahedra with nearest-neighbor
distances connected by blue rods.

purposes, highlights the precaution one should take when gen-
erating these in silico lattice structures to avoid overlapping nu-
clei. A related characteristic exhibited by the octahedral shell loci
is the occurrence of intersections between the shell curves after
a = 2

√
2 Å, corresponding to expansions where the radial number

distribution function n
〈Oh〉
d

(·) temporarily experiences increased
values due to the overlap of shell locations. When using fixed
lengths within the basis, certain lattice constants will allow the
radial distance of two separate shells to approach the same value
and eventually intersect, at which point their multiplicities are
combined and spikes occur in the radial number distribution. For
reference, the octahedral distribution n

〈Oh〉
d

(y) is plotted in Fig. 7
using LOh = 2 Å and ad = (2+ 2

√
2) Å for a range of interatomic

distances.
The inversion methods described earlier work quite well for

systems whose sets Y
〈αβ 〉 and distribution functions n

〈αβ 〉(·) re-
main unchanged during the course of in silico lattice expansions
necessary to produce the cohesive energy as a function of dis-
tance with DFT methods. These systems will have shell distance
functions similar to that observed for the SC system in Fig. 3,
characterized by straight lines with a single intersection point.
For the case of the rigid sub-structures model, fixed sets Y

〈αβ 〉

and distribution functions n
〈αβ 〉(·) no longer accurately describe

the geometry of the system upon lattice expansions. Changing
the values of ad or LOh describing the octahedral structures will
alter both Y

〈Oh〉
d

and n
〈Oh〉
d

(·), such that these must be calculated
for each lattice constant.

3.2 Inter-cluster Atomic Pair-Potentials

It is common practice to assume transferablity of pair-potentials
in different atomic arrangements or molecular structures. For the
case described in Fig. 5, the intra-cluster or intra-octahedral en-
vironment is heavily dependent on the specific bonding motifs
within the cluster, and spatial separations between clusters play
a large role in determining the electrostatic distribution around

the atoms. This causes difficulties for atomic pair-potentials de-
veloped from this type of geometry to be transferable due to the
difference between the electron localization of atoms in this ge-
ometry versus that of more classical bulk materials. Therefore,
alternative methods are typically employed to describe these in-
teractions.

Molecular dynamics studies of cluster systems17,18 generally
use one of two approaches to perform bulk simulations. They ei-
ther (i) model the entire cluster as a single coarse-grained entity
or (ii) model the cluster as a rigid unit composed of atoms, in-
teracting through general exponential or power-law potentials to
describe the energetics of cluster-atom and atomic cluster-cluster
pairs. The coarse-graining method provides the advantage of sig-
nificantly reducing the number of interactions required and has
been used to study gold nanoparticles17, spherical silica nanopar-
ticles19, and generic spherical nanoparticles18. These methods
essentially replace the cluster with a single point mass interacting
through an effective pair-potential and seem to be solely applica-
ble to spherical particles. The all-atom methods have been used to
investigate aggregation of fullerenes20 and rheology of arbitrar-
ily shaped nanoparticles21 with interactions described by basic
Lennard-Jones potentials. These types of models perform well in
describing basic physical behavior, but their accuracy decreases
in capturing atomistic details related to the cluster configuration.
High-quality ab initio calculations, applied to a specific cluster
atomic model (e.g., rigid bodies, pairwise interactions, among
others), can be used to calculate detailed energetics of the differ-
ent atomic interactions, which is then used for parametrization of
potential energy models for MD simulations.

The approach proposed in this work for inversion of cohesive
energy curves generalizes traditional methods such that a whole
new set of systems or atomic configurations can be used for the
extraction of both homo- and hetero-atomic pair-potentials. The
method is very well-suited to deal with systems containing rigid
atomic units such as the one depicted in Fig. 5, where lattice ex-
pansions are anisotropic in nature. In order to use a recursive
relationship such as that of Eqn (9), the expressions Y and n(·)
must be re-defined for the case of anisotropic expansions where
relative locations within the unit cell are dependent upon the lat-
tice constant as shown, for example, in Eqn (16).

4 Generalized Inversion Approach

4.1 Governing Equations

Rather than assuming a specified set of normalized distances, Ỹd

contains all of the absolute pairwise distances

ỹk,d = |rk,d | ∀ rk,d ∈ {ri j,d}, (18)

for a lattice constant ad with the first nearest-neighbor distance
denoted as ỹ1,d . We define rcut as the radial cutoff distance for
the interatomic potential whose value should coincide with the
largest lattice constant used to determine the cohesive energy, a f ,
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such that the following conditions are satisfied:

ỹ1, f ≤ rcut ,

Ecoh(a f ) = 0,

lim
a→a f

∂Ecoh(a)

∂a
≈ 0.

(19)

The relationships in Eqn (19) guarantee that the range of the
inverted potential allows at least one shell to contribute to the
cohesive energy for all lattice constants with Ecoh 6= 0. If these
conditions are not met, there may be a lattice constant giving a
non-zero energy with all neighbors lying outside of rcut and thus
no interactions to contribute to the cohesion.

Each distance ỹ
〈αβ 〉
k,d ∈ Ỹ

〈αβ 〉
d

has a corresponding multiplicity
determined by the radial number distribution function for αi in
an α–β pair, given by

ñ
〈αβ 〉
d

(ỹ) = ∑
j

δ
[

ỹ−
∣

∣

∣
r
〈αβ 〉
i j,d

∣

∣

∣

]

, (20)

where
∣

∣

∣
r
〈αβ 〉
k,d

∣

∣

∣
≤ rcut . The cohesive energy per αi atom for any

lattice constant ad is then given by

E
〈α〉
coh,i(ad) =

1

2
∑
β

Ns,d

∑
k=1

ñ
〈αβ 〉
d

(

ỹ
〈αβ 〉
k,d

)

φ 〈αβ 〉
(

ỹ
〈αβ 〉
k,d

)

, (21)

where Ns,d is the number of shells included up to rcut for lattice
constant ad . For an isolated α–β interaction, Eqn (21) can be
rearranged to give the value of the interaction potential at the
first nearest-neighbor distance, ỹ

〈αβ 〉
1,d , as a function of the cohesive

energy and a linear combination of potential energy values at ỹk,d

for k ≥ 2. Simplifying, we obtain

φ(ỹ1,d) =
2 ·E〈αβ 〉

coh,i (ad)

ñd(ỹ1,d)
−

Ns,d

∑
k=2

ñd(ỹk,d)

ñd(ỹ1,d)
φ(ỹk,d), (22)

and with this expression we can isolate the pairwise potential for
the first nearest-neighbor distance ỹ1,d of any lattice constant us-
ing a Gaussian elimination process—see the following section for
details.

4.2 Gaussian Elimination

Extracting the value of the potential located at ỹ1,d for any ar-
bitrary lattice constant, ad , requires an expression for φ

(

ỹ1,d

)

to
be dependent only on known values. However, the expression in
Eqn (22) gives the pair-potential at the nearest-neighbor distance
as a function of a single cohesive energy point and values of the
potential energy function at increasing distances. Since the set
Yd only contains distances less than rcut , fewer potential energy
function evaluations are required as the lattice size increases. Re-
cursive substitution of Eqn (22) allows for the elimination of all
potential energy terms after ỹ1,d up to rcut to produce an expres-
sion for φ(ỹ1,d) which depends only on calculated cohesive energy
curves and radial number distribution values. Using the recur-
sive relationship solves for a single point of the interaction poten-
tial, and the process must be performed for a range of nearest-

neighbor distances to populate the potential energy curve as a
function of the interatomic distance. For example, when solving
the pair-potential for the first nearest-neighbor distance ỹ1,1 with
the lattice constant a1, the subscript “d = 1” refers to the small-
est lattice constant. Each time a new lattice size is analyzed with
Eqn (22), this counter increases by one such that the next value
of “d”, in increasing order, refers to larger values of the lattice
constants used. Additionally, relationships between lattice con-
stants and corresponding 1st and 2nd nearest-neighbor distances
are helpful in the derivation. To this end, we define

fỹ,1(ad) = ỹ1,d , (23)

fỹ,2(ad) = ỹ2,d , (24)

fa,1(ỹ1,d) = ad , (25)

fa,2(ỹ2,d) = ad , (26)

where fỹ,n(·) and fa,n(·) are mapping functions between ỹk,d and
ad for the nth nearest-neighbor.

In order to invert the cohesive energy and yield φ(ỹ1,1), the
unknown values of the interaction potential at φ(ỹk,1) for k ≥ 2

must be replaced with functions dependent on cohesive energies
through the recursive use of Eqn (22). Special care must be taken
to ensure that the values of Ỹd and ñd(·) are accurately defined
as a function of the lattice constant ad during the DFT configura-
tion energy calculations of the lattice expansions. The proposed
inversion method for cohesive energy curves relies on the gener-
alization of the distance and radial number distribution functions
Ỹd and ñd(·).

The elimination process begins by solving for φ(ỹ1,1) using
Eqn (22) to obtain

φ(ỹ1,1) =
2 ·E〈αβ 〉

coh,i (a1)

ñ1(ỹ1,1)
−

Ns,1

∑
k=2

ñ1(ỹk,1)

ñ1(ỹ1,1)
φ(ỹk,1). (27)

Next, we consider the potential at the next nearest-neighbor
(NNN) after ỹ1,1 in the summation of Eqn (27). This happens
to be at the second nearest-neighbor distance, ỹ2,1, of a1 for the
first iteration, though this will not always be the case. To replace
φ(ỹ2,1), we recognize that there exists a lattice constant a2 de-
scribed by Ỹ2 and ñ2(·) whose first nearest-neighbor is located at
ỹ1,2 = ỹ2,1, and substitution into Eqn (22) gives

φ(ỹ1,2) =
2 ·E〈αβ 〉

coh,i (a2)

ñ2(ỹ1,2)
−

Ns,2

∑
k=2

ñ2(ỹk,2)

ñ2(ỹ1,2)
φ(ỹk,2), (28)

where the condition

fỹ,1(a2) = fỹ,2(a1), (29)

is met, such that
φ(ỹ1,2) = φ(ỹ2,1). (30)

Replacing φ(ỹ2,1) in Eqn (27) with the expression from Eqn (28),
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we obtain

φ(ỹ1,1) =
2

ñ1(ỹ1,1)

(

E
〈αβ 〉
coh,i (a1)−

ñ1(ỹ2,1)

ñ2(ỹ2,1)
E
〈αβ 〉
coh,i (a2)

)

(31)

+
ñ1(ỹ2,1)

ñ1(ỹ1,1)

Ns,2

∑
k=2

ñ2(ỹk,2)

ñ2(ỹ2,1)
φ(ỹk,2)−

Ns,1

∑
k=3

ñ1(ỹk,1)

ñ1(ỹ1,1)
φ(ỹk,1).

The first iteration shown in Eqn (31) replaces the contribution of
φ(ỹ2,1) with E

〈αβ 〉
coh,i (a2) and another summation of terms involving

the pair-potential and particle number distribution for the set Ỹ2,
defined by the lattice constant a2 = fa,1(ỹ2,1). In this step, we gen-
erate a system with a cohesive energy, by rearranging Eqn (31),
which can be described by the form

E
res
coh = E

〈αβ 〉
coh,i (a1)−

ñ1(ỹ2,1)

ñ2(ỹ2,1)
E
〈αβ 〉
coh,i (a2)

=
ñ1(ỹ1,1)φ(ỹ1,1)

2
+

1

2

Ns,1

∑
k=3

ñ1(ỹk,1)φ(ỹk,1) (32)

− ñ1(ỹ2,1)

2

Ns,2

∑
k=2

ñ2(ỹk,2)φ(ỹk,2)

ñ2(ỹ2,1)
,

with a new set of distances, Ỹres, and number distribution func-
tion, ñres(·). Since we have removed the interaction from atoms
in the second shell at ỹ1,2 = ỹ2,1, the set Ỹres contains all distances
in Ỹ1 and Ỹ2 except ỹ1,2, and the resulting distribution can be
determined for any distance ỹ using

ñres(ỹ) = ñ1(ỹ)−
ñ1(ỹ2,1)

ñ2(ỹ1,2)
ñ2(ỹ). (33)

This same process outlined for the cancellation of the second
shell in a1, given by Eqn (31), is continued until the potential en-
ergy values for all distances greater than ỹ1,1 have been replaced.
Each iteration takes the NNN distance found in the summation
terms from the previous iteration located at ỹ2,res as an input to
Eqn (22) to remove the value of the potential φ(·) at that location,
again modifying the set Ỹres and distribution ñres(·). Note that
the number of sampled values from the cohesive energy curve
increases exponentially with rcut ; therefore, care should be exer-
cised to avoid expensive calculations.

4.3 Iterative Algorithm

A simple computer program can be developed to handle this in-
version procedure in a linear fashion for any type of lattice, as
long as the cohesive energy (i) has been calculated as a function
of the lattice constant and (ii) has been modified to reflect a single
α-β interaction between the atom αi and its surrounding β -type
neighbors. These modifications are necessary since the inversion
relies on the usage of cohesive energies for a specific interaction.
If the cohesive energy is assumed to be a sum of separate con-
tributions from specific interactions between atoms, the non-α-β
contributions can be removed by using, for example, lattice sum-
mations with known pairwise interaction potentials or some other
method. In the simplest case, the total cohesive energy for a one-
component system of A-type atoms corresponds to the cohesion

G← [a1,1]; H← F(a1)
while length(H)> 1 do

ad ← fa,1(H2,1)

H
d ← F(ad)

md ←−H2,2

Hd
1,2

G.append([ad ,md ])

for i ∈ 1 to length(Hd) do

H
d
i,2← md ·Hd

i,2

H.append(Hd)
H← sort(H)
H
∗∗←H1; n← 1

for i ∈ 2 to length(H) do

if
∣

∣H
∗∗
n,1−Hi,1

∣

∣> TOL then
H
∗∗.append(Hi); n← n+1

else
H
∗∗
n,2←H

∗∗
n,2 +Hi,2

if H
∗∗
n,2 = 0 then
Remove H

∗∗
n ; n← n−1

H←H
∗∗

return G

Fig. 8 Generalized inversion method algorithm for a single point
extraction of a pairwise interatomic potential. H

d and H
∗∗ are dummy

arrays used in the while loop.

due only to homatomic A-A interactions in the lattice. The to-
tal cohesive energy is then identical to the α-β interaction, such
that Etot

coh = E
〈A·A〉
coh

, and no modifications are necessary. Some DFT
simulations provide the total energy per unit cell, and appropriate
calculations to obtain the cohesive energy per atom have to be
performed taking into account the structure of the lattice and the
nature of the interaction. For instance, for a one-component FCC
lattice, the total energy has to be divided by four to produce the
cohesion per atom. Methods to isolate specific energy interactions
from multicomponent systems require additional analysis of the
cohesive energy and Sec. 6.2 provides additional examples.

The first lattice constant used in the inversion process is a1,
which corresponds to the location of the potential at ỹ1,1. Recall-
ing that the subscript “d” accounts for increasing values of the
lattice constant, i.e. ad−1 < ad < ad+1, the method first solves for
a set of coefficients {(ad ,md)} to be used with

φ(ỹ1,1) =
2

ñ1(ỹ1,1)

Nd

∑
d=1

md ·E〈αβ 〉
coh,i (ad), (34)

where Nd is the number of calls to the cohesive energy curve and
the constants md are defined as the ratio of multiplicities assigned
to each lattice constant ad . This relationship in Eqn (34) should
be clear from inspection of Eqn (31), as it is a direct result of
replacing the potential values at any location.

Figure 8 describes the algorithm for the inversion process pro-
posed in this work. We introduce additional functions and data
structures to facilitate its implementation. The function F(ad) re-
turns an array, sorted by increasing displacements, containing all
pairs of distances and multiplicities for a particular lattice con-
stant ad , such that

F(ad) =
(

[ ỹ1,d , ñd(ỹ1,d) ], [ ỹ2,d , ñd(ỹ2,d) ], . . .
)

∀ ỹk,d ≤ rcut .

(35)
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All pairs of lattice constants and factors, [ ad , md ] used in Eqn (34)
are stored in array G. Another array, H, is initially populated with
F(a1) and keeps track of the resulting distribution function, ñres(·)
and its corresponding set of values Ỹres through each iteration.

We find the NNN after ỹ1,1 for each iteration of the algorithm
in Ỹres at location ỹ2,res and use it create an new in silico lattice
of size ad with a first nearest-neighbor at fỹ,1(ad) = ỹ2,res. We
then multiply the distribution function ñd(·) of the new lattice by
the factor md such that the values of ñd(ỹ1,d) and ñres(ỹ2,res) are
equal and opposite. Adding these two distributions removes the
contribution of the shell at ỹ2,res in the resulting lattice, modifying
ñres(·) and Ỹres. The array H stores the remaining locations of
shells up to rcut and their respective multiplicities generated after
each iteration, and the elimination process is considered complete
once H contains only the single pair [ ỹ1,1, ñ1(ỹ1,1) ]. In Fig. 8, the
notation H1 refers to the first index within the list, and H1,1 refers
to the first element in the first index (e.g., H1,1(ad) will output
ỹ1,d). We also employ Eqn (25) to provide a relationship between
the first nearest-neighbor distance and its corresponding lattice
constant.

The basic algorithm of Fig. 8 allows for the solution of the array
G containing all pairs of lattice constants and factors, [ ad , md ],
generated in the process. Assuming the cohesive energy has been
calculated for a range of values a = [ a1, fa,1(rcut) ]—see Eqn (19),
the value of the pair-potential at ỹ1,1 is obtained by performing
the following operation:

φ(ỹ1,1) =
2

ñ1(ỹ1,1)

length(G)

∑
j=1

G j,2 ·E〈αβ 〉
coh,i (G j,1). (36)

4.4 Graphical Interpretation

We further illustrate the application of the proposed inversion ap-
proach using a simple cubic lattice structure and the rigid octa-
hedral system described in Fig. 5 to remove the second nearest-
neighbor shells in each lattice structure.

4.4.1 Simple Cubic Lattice

The first and second nearest-neighbor distances in a simple cubic
lattice are given by

f
〈SC〉
ỹ,1 (ad) = ad 1

st
Shell (37)

f
〈SC〉
ỹ,2 (ad) =

√
2 ·ad 2

nd
Shell. (38)

To solve for the pair-potential at ỹ
〈SC〉
1,1 = 1 Å with rcut = 12 Å, the

first lattice constant used to populate H is a1 = 1 Å, and the elim-
ination of the second shell requires the use of a lattice character-
ized by

a2 = f
〈SC〉
a,1

(

f
〈SC〉
ỹ,2 (a1)

)

=
√

2 ·a1. (39)

Figure 9(a) shows the ñ
〈SC〉
1

(ỹk,1) and ñ
〈SC〉
2

(ỹk,2) distributions
along with their overlap in shell locations. This overlapping gives
an indication of the symmetry of the lattice and how well the set
Ỹ
〈SC〉 forms a multiplicative semi-group. These are characterized

by distances ym · yn = yp for m 6= n 6= p, and it is this property of
highly-symmetrical lattices which is exploited in the Chen-Möbius

Fig. 9 (a) First two distributions for ñ
〈SC〉
d . Black and red bars represent

atoms in spherical shells for systems with lattice constants a1 = 1 Å and
a2 =

√
2 Å, respectively. Overlap between the locations of the two

distributions are shown as triangles (N). (b) The distribution ñ
〈SC〉
2

(ỹ
〈SC〉
k,2 )

is multiplied by the factor m
〈SC〉
2

to allow for the removal of the second

shell in ñ
〈SC〉
1

(ỹ
〈SC〉
k,1 ). (c) Resulting distribution after removal of the 2nd

nearest-neighbor shell obtained by summing the two distributions,
ñ
〈SC〉
res = ñ

〈SC〉
1

(ỹ
〈SC〉
k,1 )+m

〈SC〉
2
· ñ〈SC〉

2
(ỹ
〈SC〉
k,2 ).

inversion method. The overlap points loosely signify the number
of cohesive energy values used to produce the pair-potential, such
that a greater overlap requires fewer cohesive energy evaluations.
As the lattice is expanded to create the new set Ỹd , if a majority
of the points overlap in the distributions ñd(·) and ñres(·), then
there is a greater likelihood that distant shells will also cancel
when removing the contribution from the NNN at current lattice
constant ad .

The next step is to multiply the distribution ñ
〈SC〉
2

(ỹ
〈SC〉
k,2 ) by the

factor

m
〈SC〉
2

=−
ñ
〈SC〉
1

(ỹ
〈SC〉
2,1 )

ñ
〈SC〉
2

(ỹ
〈SC〉
1,2 )

(40)

such that the two distributions have equal and opposite values
at ỹ

〈SC〉
2,1 = ỹ

〈SC〉
1,2 , as shown in Fig. 9(b). Adding the two distribu-

tions removes the contribution from the second shell in a1 and
produces the resulting radial number distribution, illustrated in
Fig. 9(c). The process continues iteratively by (i) creating a lat-
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Fig. 10 (a) First two radial number distributions, ñ
〈Oh〉
d , in the unit cell.

Black and red bars represent atoms in spherical shells for systems with
lattice constants a1 = (2+2

√
2) Å and a2 = f

〈Oh〉
a,1 ( f

〈Oh〉
ỹ,2 (a1)), respectively.

Only one point of overlap (N) within rcut is observed at ỹ2,1(a1). (b) The

distribution ñ
〈Oh〉
2

(ỹ
〈Oh〉
k,2 ) is multiplied by the factor m

〈Oh〉
2

to allow for the

removal of the second shell in ñ
〈Oh〉
1

(ỹ
〈Oh〉
k,1 ). (c) The resulting distribution

ñ
〈Oh〉
res after the summation ñ

〈Oh〉
1

(ỹ
〈Oh〉
k,1 )+m

〈Oh〉
2
· ñ〈Oh〉

2
(ỹ
〈Oh〉
k,2 ) and removal

of the 2nd nearest-neighbor shell.

tice with ad = fa,1(ỹ1,d), where ỹ1,d = ỹ2,res is the NNN after ỹ1,1

in Ỹres, (ii) determining the factor md to cancel the contribution
ñres(ỹ1,d), and (iii) adding md · ñd(·) to ñres(·), until all locations
in the resulting distribution up to rcut have been removed except
the first nearest-neighbor ỹ

〈SC〉
1,1 .

4.4.2 Rigid Octahedral Structure

For the octahedral system described in Fig. 5, the first two
nearest-neighbors between separate octahedra depend upon the
lattice constant and octahedral volumes since the lattice structure
expands anisotropically during the calculation of the cohesive en-
ergy curve. The locations of the first two shells are

f
〈Oh〉
ỹ,1 (ad) = ad −

√
2 ·LOh 1

st
Shell (41)

f
〈Oh〉
ỹ,2 (ad) =

√

a2
d
−
√

2 ·LOh ·ad +(LOh)2 2
nd

Shell (42)

for all ad >
√

2 ·LOh , since smaller lattice constants will produce
interpenetrating octahedra. Setting LOh = 2 Å and calculating the

cohesive energy in the range ad = [ 2+ 2
√

2, 12+ 2
√

2 ] Å, the
inversion process produces inter-octahedral potentials for inter-
atomic separation distances ri j = [ 2, 12 ] Å, assuming the con-
ditions given in Eqn (19) are met. Using a1 = (2 + 2

√
2) Å as

the first lattice constant allows for the solution of the interaction
atomic potential at ỹ

〈Oh〉
1,1 = 2 Å.

The radial number distributions for the first two shells in this
system, ñ

〈Oh〉
1

(·) and ñ
〈Oh〉
2

(·), evaluated at a1 = (2+2
√

2) Å and

a2 = f
〈Oh〉
a,1

(

f
〈Oh〉
ỹ,2 (a1)

)

, (43)

are shown in Fig. 10(a). Removal of the contribution to the
potential energy from atoms located at ỹ

〈Oh〉
2,1 with multiplicity

ñ
〈Oh〉
1

(ỹ
〈Oh〉
2,1 ) requires the next distribution ñ

〈Oh〉
2

(·) to be multiplied
by the factor

m
〈Oh〉
2

=−
ñ
〈Oh〉
1

(ỹ
〈Oh〉
2,1 )

ñ
〈Oh〉
2

(ỹ
〈Oh〉
1,2 )

, (44)

to produce distributions of equal and opposite values at the
second position of the current lattice distance set, Ỹ

〈Oh〉
1

. Fig-
ure 10(b) shows the distributions for ñ

Oh

1
(·) and m

Oh

2
· ñOh

2
(·) which

must be summed to eliminate the contributions from the second
nearest-neighbors in Ỹ

〈Oh〉
res . The result of adding the two distri-

butions in Fig. 10(b) are shown in Fig. 10(c), characterized by
a modified set Ỹ

〈Oh〉
res containing new distances ỹ

〈Oh〉
k,res with positive

and negative values for ñ
〈Oh〉
res (·). The iterative process continues

to remove the points at NNN distances using the aforementioned
steps until the only remaining terms, within a spherical radius of
rcut , are located at ỹ

〈Oh〉
1,1 .

5 Test Cases

We first apply the proposed approach for cohesive energy inver-
sions using in typical isometric lattice systems, which expand
isotropically during the cohesive energy curve calculations. We
also show results of pair-potentials extracted for systems that
expand anisotropically, specifically the inter-octahedral boron-
boron pair-potential of metal hexaboride frameworks.

Lattice energies for the hexaboride system are calculated with
the integrated suite of open-source computer codes, QUANTUM

ESPRESSO22. The code, based upon DFT, planewaves, and
pseudopotentials, allows for the self-consistent solution of the
Kohn-Sham equations for electron density distributions local-
ized around atomic nuclei. We use ultrasoft pseudopotentials
with Perdew-Burke-Ernzerhof exchange-correlation functionals
and the generalized-gradient approximation. Kinetic energy and
charge density cutoffs are set to 80 Ry and 960 Ry, respec-
tively, and Marzari-Vanderbilt smearing functions have a width
of 0.02 Ry. Integration over the Brillouin zone uses an 8× 8× 8

Monkhorst-Pack grid of k-points. The convergence threshold for
self-consistent field calculations is 10−6.

5.1 Common Crystal Structures

We focus on the three cubic Bravais lattices: SC, FCC, and BCC.
For the SC lattice, y

〈SC〉
k

is described by Eqn (15). For a single
atom-type system with origin at (0, 0, 0), the cohesive energy per
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Fig. 11 Pair-potentials extracted from the inversion of cohesive energy
described by Eqn (48) for the BCC, FCC, and SC lattice structures.
Circles show the results produced by the Chen-Möbius inversion
method 23.

atom is given by

E
〈SC〉
coh,i(a) =

1

2
∑

(m,n,l) 6=(0,0,0)

φ 〈SC〉
(
√

m2 +n2 + l2 · a
)

. (45)

For the FCC lattice, with normalized lattice vectors (0, 0, 0),
(1/2, 1/2, 0), (1/2, 0, 1/2), and (0, 1/2, 1/2), the cohesive energy per
atom is given by

E
〈FCC〉
coh,i (a) =

1

2
∑

(m,n,l) 6=(0,0,0)

φ 〈FCC〉
(
√

m2 +n2 + l2 · a
)

(46)

+
3

2
∑

(m,n,l)

φ 〈FCC〉
(
√

(m− 1/2)2 +(n− 1/2)2 + l2 · a
)

.

Similarly, for the BCC lattice with atoms at positions (0, 0, 0) and
(1/2, 1/2, 1/2), the cohesive energy per atom is given by

E
〈BCC〉
coh,i (a) =

1

2
∑

(m,n,l) 6=(0,0,0)

φ 〈BCC〉
(

√

m2 +n2 + l2 · a
)

(47)

+
1

2
∑

(m,n,l)

φ 〈BCC〉
(

√

(m− 1/2)2 +(n− 1/2)2 +(l− 1/2)2 · a
)

.

For illustration purposes, we assume that the cohesive energy
per unit cell in a one-component isometric lattice can be described
or fitted to a function of the form

E
〈∗〉
coh

(a) = ε

{

(

1− e−κ·(a−aeq)
)2

−1

}

(48)

where ε, aeq, and κ are adjustable parameters, and a is lattice
constant. The parameters used for the test cases are ε = 5 eV ,
κ = 1 Å−1, and aeq = 3 Å.

We use a radial cutoff of rcut = 12 Å to generate the inverted
potentials, after which atoms no longer interact. Using the algo-
rithm of Fig. 8, with a convergence tolerance of 10−14, Fig. 11
and Fig. 12 show the inverted potentials and the recalculated co-
hesive energies, respectively. For comparison, the Chen-Möbius

Fig. 12 Cohesive energy recalculation from extracted pair-potentials for
the BCC, FCC, and SC lattice structures. Cohesive energy described by
Eqn (48).

Fig. 13 Accuracy comparison of recalculated cohesive energies from
lattice summations of pairwise potentials with rcut = 12 Å for both
inversions from this work and the Chen-Möbius method.

inversion method results are presented for the inverted potentials
of the FCC, BCC, and SC lattice structures and denoted as circles
in Fig. 11. The required inversion coefficients are from Chen23.
Overall the pair-potentials produced by both methods are in very
good agreement with the exception of the BCC system, where the
the Chen-Möbius method diverges at lower values of the inter-
atomic separation distance.

Calculation of the cohesive energy curve using the pair-
potentials extracted for these systems allows further validation
and comparison of the proposed approach. Figure 13 shows the
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Fig. 14 Number of cohesive energy evaluations required for a
convergence tolerance of 10−14 in the inversion of the cohesive
energies. Radial cutoff set to rcut = 12 Å for pairwise potentials.

absolute error in computing the cohesive energies using both of
the inversion methods. Again, overall both methods work quite
well, although the proposed approach performs significantly bet-
ter than the Chen-Möbius inversion for all three isometric lattices
used. The reproduction of the cohesion is almost exact for the
FCC lattice with the proposed method. This is expected, as the
set of distances within the FCC lattice most-closely form a multi-
plicative semi-group. This means that the number of overlaps in
shell locations are maximal in the FCC lattice in comparison to
the other two, and fewer “new” points are added each time a new
lattice is subtracted from the resultant distribution.

Inaccuracies from the Chen-Möbius inversion may have been
due to an insufficient number of inversion coefficients. Small
errors at lower separation distances using the proposed method
may be due to computational inaccuracies, as many lattice struc-
tures are generated during the inversion process. Figure 14 shows
the required number of evaluations of the cohesive energy func-
tion Ecoh,i(a) for obtaining the pairwise potential from inver-
sion of the cohesive energy as a function of the interatomic dis-
tance. These values represent the size of the array G generated
in the inversion process—see Fig. 8 for details. For example, for
ri j = 0.25 Å, the number of cohesive energy function evaluations
range from close to 2200 for SC lattices to over 12,000 for the
BCC system to generate the value of the pair-potential, although
in practice one would rarely need such short interaction distance.
Note that these values all converge to one when the pairwise dis-
tance represents a single nearest-neighbor for all the lattice struc-
tures.

5.2 Inter-octahedral Interatomic Boron Potential

The boron clusters shown in Fig. 5 are typical of metal hexa-
boride materials, which we use as an in silico structure to eval-
uate the inter-octahedral boron-boron interaction potential. For a
lattice constructed of discrete hexaboride units with side lengths
LOh = LB, the six boron atoms are located at (1/2± γOh

d
, 1/2, 1/2),

(1/2, 1/2± γOh

d
, 1/2), and (1/2, 1/2, 1/2± γOh

d
), where γOh

d
is defined by

Eqn (17). The set Ỹ
〈B·B〉
d

is given by Eqn (16) and the cohesive

Fig. 15 Cohesive energies from DFT (solid lines) and lattice
summations (circles) for rigid hexaboride units interacting
inter-octahedrally. Octahedra side length denoted as LB.

energy per atom within this system interacting inter-octahedrally
is given by

E
〈B·B〉
coh,i (a) =

1

2
∑

(m,n,l)6=(0,0,0)

φ 〈B·B〉
(

√

m2 +n2 + l2 ·a
)

+
1

2
∑

(m,n,l)6=(0,0,0)

φ 〈B·B〉
(

√

(m+2γ
Oh
d )2 +n2 + l2 ·a

)

(49)

+ 2× ∑
(m,n,l)6=(0,0,0)

φ 〈B·B〉
(

√

(m+ γ
Oh
d )2 +(n+ γ

Oh
d )2 + l2 ·a

)

.

DFT is used to calculate the cohesive energy of the hexaboride
framework in the range LB = [ 1.7213, 1.7730 ] Å, which con-
tains dimensions typical of metal hexaborides crystalline struc-
tures. The anisotropic expansions of the boron framework are in
the range of ad = [ 3.2, 11.0 ] Å, for which the energy variations
beyond the upper limit are ∂E/∂a < ±0.0002 eV/Å. To estimate
the isolated octahedral energy, φ◦B6

, we use the energy evaluation
at the largest lattice constant, which corresponds to the energy
of a single octahedral unit interacting locally via intra-octahedral
bonds described by the same two nearest shells at ỹ〈B·B〉 = LB and
ỹ〈B·B〉 =

√
2 ·LB. Figure 15 shows the cohesive energies for various

values LB after subtraction of φ◦B6
along with the predictions from

lattice summations of pair-potentials obtained from the inversion
process, which are in excellent agreement with the DFT calcula-
tions. Figure 16 contains the resulting pair-potentials obtained
using a radial cutoff of 9 Å and a convergence tolerance of 10−14.

The cohesive energy curves of Fig. 15 show the effect of octahe-
dral volumes on the potential energy of the system. Void of cation
interactions, the octahedra seem to favor larger volumes when
placed in a simple cubic lattice. Additionally, the shifting of the
minima observed in Fig. 15 shows how the equilibrium of the sim-
ple cubic lattice is affected upon octahedral volume expansions, a
known phenomenon that occurs11 at very fast time-scales. As the
octahedral units expand, Fig. 16 shows deepening of the attrac-
tive wells of the interatomic pair-potentials making these bonds to
become energetically favorable. These octahedral units typically
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Fig. 16 Inverted inter-octahedral boron-boron potential for hexaboride
clusters characterized by LB.

form binary compounds with metals capable of electron donation
to stabilize polarized regions, effect that is not taken into account
in these calculations. Compression of the octahedra may require a
larger electron density to be centrally localized in the hexaboride
to balance the net positive charge of the cluster, pulling the bond-
ing potentials from inter-octahedral sites.

Figure 17 presents further analysis on the ability of the inverted
pair-potentials reproducing the correct cohesive energy. The fig-
ure contains the absolute value of the energy differences between
the cohesive energy obtained from DFT and that of lattice sum-
mations of pair-potentials for all the LB values. Errors are the
largest at the lower lattice constants where the greatest number
of cohesive energy evaluations is required. For example, for a
lattice constant of a = 3.2 Å, there is an error of approximately
0.005 eV , but the magnitude of the cohesive energy at this lat-
tice constant is on the order of 100 eV , making the relative error
rather small. The error increases with increasing number of cohe-
sive energy evaluations, suggesting these may be due to compu-
tational error. Overall, the prediction of the cohesive energy from
the inverted pair-potentials is very good for the region sampled.
Further, the error becomes zero when the lattice constant reaches
a value where only a single shell is required to generate the po-
tential and no inversion is necessary. For reference, this value is
located at

a
〈B·B〉
SS =

√
2 ·LB +

√

4 · r2
cut −2 ·L2

B

2
, (50)

where a
〈B·B〉
SS is the lattice constant having the pair-potential spec-

ified by a single shell.
The number of cohesive energy evaluations necessary for the

accurate evaluation of the pair-potentials is an important param-
eter that affects the computational cost of the inversion method.
Figure 18 shows this number as a function of the interatomic sep-
aration distance for all the values of LB used in this case study. All
lattices require similar numbers of cohesive energy values to pro-
duce the potential φ 〈B·B〉 for a given interatomic distance, r. The
location r where the number of shells or cohesive energy values
required becomes one can be determined from aSS by subtracting

Fig. 17 Error absolute value between predicted cohesive energies from
inverted potentials from this work and DFT calculations for hexaboride
systems.

Fig. 18 Number of cohesive energy evaluations required for a
convergence tolerance of 10−14 in the inversion of the cohesive energies
of inter-octahedral boron-boron interactions, φ 〈B·B〉(r). Radial cutoff set
to rcut = 9 Å for pairwise potentials.

the longest length across an octahedron to determine the nearest-
neighbor distance, given by

r
〈B·B〉
SS = a

〈B·B〉
SS −

√
2 ·LB. (51)

The small deviations in the number of cohesive energy evalua-
tions among the lattices in Fig. 18 are due to the differences in
the first nearest-neighbor distances and the level of symmetry of
each of the lattices, which affects the efficiency of the Gaussian
elimination in the inversion process.

6 Additional Remarks

6.1 Computational Considerations

Several factors can potentially affect the convergence of the inver-
sion process. These include the quality of the DFT calculations,
which should be well-converged with proper basis sets and pseu-
dopotentials. The number of values used to populate the cohe-
sive energy should be sufficient to generate a smooth curve, with
a finer mesh generally required near equilibrium configurations
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where changes in the derivative of cohesive energy with distance
are more pronounced. Smoothing of the cohesive energy may be
desirable, as converged solutions of electronic structure calcula-
tions may not approach zero for the cohesive energies at lattice
constants corresponding to rcut and to avoid discontinuities in the
first derivative arising from oscillating values, which can also be
reflected in the interatomic potential calculations.

Cutoff values play an important role in the inversion process.
The range of applicability of the pair-potential is constrained to
the range of lattice constants sampled on the cohesive energy
curve. Since the value of the pair-potential at ỹ1,1 always requires
a minimum Ecoh,i value located at fa,1(ỹ1,1) = a1, the range of
applicability of the pair-potential is limited to [ fỹ,1(ai), fỹ,1(a f ) ]

for the range of lattice constants [ ai, a f ], where typically rcut =

fỹ,1(a f ). Additionally, inversions of long-tailed cohesive energy
curves also produce long-tailed pair-potentials. For materials with
screened interactions where only the first few “bonded” neighbors
are included, modifications to the cohesive energies as proposed
by Bazant15 may be appropriate to avoid the incorporation of
non-crystalline behavior into the cohesive energy curve prior to
inversion.

As a final note, pairwise potentials are appropriate for systems
composed of atoms with spherically symmetric interactions, and
the interatomic potentials extracted with the proposed approach
should work very well for these types of systems. Departure from
spherical bonding symmetry requires the use of different inter-
atomic potential energy models more inline with the nature of
the bonding. For the case of metal hexaborides, we treat the oc-
tahedral units as rigid bodies constraining the interactions such
that these have an asymmetrical force distribution, while at the
same time reducing the complexity of the molecular model signif-
icantly.

6.2 Extension to Multicomponent Systems

Extension of the proposed inversion method to multicomponent
systems is very similar to mono-atomic systems as long as the geo-
metrical relationships of the different interatomic interactions can
be established and their respective energy contributions isolated.
Additionally, electrostatic contributions have to be handled sep-
arately. To illustrate the application of method, we use a binary
system of atom-types A and B with a known lattice geometry. In
this case, we are interested in extracting the A-B interatomic po-
tential by inversion of cohesive energies. The total energy of the
system is described by

Etot = φ A◦+φ B◦+E
〈A·A〉
coh

+E
〈A·B〉
coh

+E
〈B·B〉
coh

+Eelec, (52)

where Eelec is the energy due to electrostatics, φ A◦ and φ B◦ are
atomic background energies for species A and B, and the terms
E
〈·〉
coh

are the contributions of the atomic species and their inter-
actions to the total energy. To extract the φ 〈A·B〉(r) interaction
potential, we need to isolate E

〈A·B〉
coh

from the cohesive energy of
the system

E
〈A·B〉
coh

= Ecoh−
(

E
〈A·A〉
coh

+E
〈B·B〉
coh

+Eelec

)

(53)

for a range of lattice constants before performing the inversion
process. A possible way to achieve this is to determine the energy
contributions of the three terms in parentheses in Eqn (53). For
example, the two homatomic energies can be calculated through
lattice summations using inversions derived from bulk phases of A

and B, if appropriate. The calculation of the electrostatics contri-
bution requires a priori knowledge of charge and dielectrics in the
material or inferred from chemical theory or other approaches.
Then, a simple Coulomb potential or Ewald summation can be
used to determine the Eelec contribution.

Once E
〈A·B〉
coh

(a) is determined, an expression for this cohesive
energy contribution in terms of heteroatomic pair-potentials is
needed to proceed with the inversion process. The cohesive en-
ergy of atom “i” from the A–B interactions is given by

E
〈A·B〉
coh,i (ad) = ∑

k

ñ
〈A·B〉
d

(ỹ
〈A·B〉
k,d ) ·φ 〈A·B〉(ỹ〈A·B〉

k,d ), (54)

where the one half factor is omitted since no overcounting occurs
when adding up the heteroatomic interactions. The multiplicity
and distance sets for the system are easily calculated for any lat-
tice constant ad using the lattice structure, and the inversion of
the heteroatomic cohesive energy curve is performed using the
algorithm of Fig. 8.

An alternative approach is to isolate the energy contribution
of the A-B interactions by making use of multiple in silico lattice
geometries or structures. Recent work by Chen et al.24 demon-
strates that combining the energetics of different in silico crystals
can be used to isolate the contribution to the cohesive energy
from an A-B type of interaction. Although the lattice structures
are artificial, they are constructed in such a way that the radial
particle number distributions for all the pairs different from A-B
are identical. In this way, when subtracting the energies of two
or more of these in silico structures, the resulting energy is only
a function of the A-B interactions. For example, for two lattice
geometries λ1 and λ2 characterized by

ñ
〈A·A〉
d,λ1

(·) = ñ
〈A·A〉
d,λ2

(·), (55)

and
ñ
〈B·B〉
d,λ1

(·) = ñ
〈B·B〉
d,λ2

(·), (56)

each of these homatomic interactions will produce the same terms
in Eqn (53). Taking the difference of the cohesive energies for λ1

and λ2 removes the contributions from the A-A and B-B interac-
tions. A modified set of distances Ỹ

〈A·B〉
d,λ1·λ2

containing A-B separa-
tions from combining the λ1 and λ2 structures produces a mod-
ified radial number distribution function ñ

〈A·B〉
d,λ1·λ2

(·) that can be

used in the inversion algorithm for the φ 〈A·B〉(r) extraction. Note
that if electrostatics are prevalent in the system, these will also
have to either be included in the inverted potential or calculated
prior to the inversion of the cohesive energies for each structure.

7 Conclusions

The method proposed for inversion of cohesive energy curves and
extraction of interatomic pair-potentials adds on significantly to
current approaches. A larger set of crystalline systems and struc-
tures can be studied using this approach. As illustrated in the test
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cases, the method produces pair-potentials capable of reproduc-
ing cohesive energies very accurately with the ability to handle
multiple types of systems and interactions. For crystalline mate-
rials where current methods work well, the proposed inversion
framework produces results with the same level accuracy or bet-
ter. Depending on the level of accuracy, the method can be com-
putationally demanding due to the cohesive energy evaluations
required from DFT calculations. The method has potential for au-
tomated generation of pair-potentials in combination with DFT
codes and automatic lattice structures generation.
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