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Table of contents entry  

 

Bubble formation and the hydration free energy of methane play important roles in the 

hydrate dissociation.  The effects of methanol and NaCl on them are investigated using 

molecular dynamics simulations.   

 

  

Page 2 of 42Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



3 
 

Abstract  

    We investigate the effects of methanol and NaCl, which are known as 

thermodynamics inhibitors of hydrate, on the dissociation kinetics of methane hydrate 

in aqueous solutions by using molecular dynamics simulations.  It is shown that the 

dissociation rate is not a constant but changes with time.  The dissociation rate in the 

initial stage is increased by methanol whereas it is decreased by NaCl.  This difference 

arises from the opposite effects of the two thermodynamic inhibitors on the hydration 

free energy of methane.  The dissociation rate of methane hydrate is increased by 

formation of methane bubbles in the aqueous phase because the bubbles absorb 

surrounding methane molecules.  It is found that both methanol and NaCl facilitate the 

bubble formation.  However, their mechanisms are completely different from each 

other.  The presence of ions enhances the hydrophobic interactions between methane 

molecules.  In addition, the ions in the solution cause a highly non-uniform distribution 

of dissolved methane molecules.  These two effects result in the easy formation of 

bubbles in the NaCl solution.  In contrast, methanol assists the bubble formation 

because of its amphiphilic character. 
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Introduction 

    Clathrate hydrates are crystalline solids, individual water cages of which 

encapsulate one or more guest molecules.1  A water molecule in a clathrate hydrate has 

four hydrogen bonds with neighboring water molecules and thus its local structure is 

similar to a water molecule in ice.  It is known that many molecular species, that are 

small and mostly hydrophobic, form clathrate hydrates.  Clathrate hydrates that occur 

in nature are either structure I or II in most cases (Figure 1).  A unit cell of structure I 

clathrate hydrate consists of two 512 and six 51262 water cages and that of structure II is 

composed of sixteen 512 and eight 51264 cages.  Due to the presence of large 51264 

cages, relatively large molecules such as propane form structure II hydrate.  Very small 

molecules like neon also form structure II hydrate because of the large number of 512 

cages.  Molecules of intermediate size such as methane form structure I hydrate.   

 

Figure 1.  Structure I and structure II clathrate hydrates.  The hydrogen bond network 

of water is represented by gray lines.  Guest molecules in 512, 51262, and 51264 cages 

are shown by black, blue and green spheres, respectively.   

 

    It is important to understand molecular mechanism of hydrate dissociation.  There 

is a huge amount of natural gas hydrates in ocean sediments, and they are expected as a 

future energy resource.1-4  A practical method to recover natural gas from ocean 
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methane hydrate is the depressurization method.1  In this method, methane hydrate is 

dissociated by reduction of pressure in the hydrate-bearing layer, and the efficiency of 

the methane production depends on the rate of hydrate dissociation.  It is known that 

clathrate hydrates form in gas and oil pipelines.1, 5, 6  This is a serious industrial 

problem because the pipeline must be shut down until the hydrate plugs are removed.  

Elucidation of the dissociation process of gas hydrates is important for the pipeline plug 

remediation.  The hydrate dissociation is an important process also in gas separation 

and storage using clathrate hydrates.3, 7-12   

    Molecular dynamics (MD) and Monte Carlo (MC) simulations have provided a 

wealth of microscopic information on clathrate hydrates.13  Early simulation studies 

have focused on, for example, thermodynamic stability,14-25 structure,26-31 formation,32-67 

molecular diffusion,68-73 and thermal conductivity.74, 75  The dissociation process of gas 

hydrates has also been extensively studied.76-95  The dissociation rate of gas hydrates 

largely depends on mass and heat transfer.  The rate which is in the absence of mass 

and heat transfer is important to understand intrinsic kinetics, and it is required for 

construction of kinetics models of gas hydrates.1, 96, 97  MD simulations are useful to 

evaluate the intrinsic kinetics because the concentration of molecules in a local region 

can be monitored on a molecular scale and the effect of heat transfer can be eliminated 

by using a strong coupling between the system and a thermal reservoir.  

    It is possible to alter the dissociation temperature of gas hydrates by using 

additives called thermodynamic inhibitors (TIs) such as alcohols, glycols and salts.1  

TIs are used to prohibit formation of hydrates in pipelines and help the plug remediation.  

Methanol is the most common TI because of its low cost.  At a temperature higher than 

the ice point, the final state of the dissociation process of a crystalline methane hydrate 
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is the two-phase equilibrium of methane gas and liquid water.  The molar free energy 

of the hydrate crystal is equivalent to that of the two-phase equilibrium state at the 

dissociation temperature.  The lowering of the dissociation temperature due to TIs 

arises from the decrease in the chemical potential of water in the liquid phase.  

    In general, the dissociation rate of a solid is dominated by the difference in the free 

energy between the initial and final states.98  The dissociation of methane hydrate in 

water is not the case because there is an intermediate metastable state between the initial 

and final states, i.e., the aqueous solution of methane without the gas phase.  We 

showed that the dissociation rate depends also on the free energy of the intermediate in 

a previous paper.93  TIs lower the free energy of the final state but it is not certain 

whether they also lower the free energy of the intermediate state.  If a TI destabilizes 

the intermediate state, the TI decreases the dissociation rate although it lowers the 

dissociation temperature.  

    There are two types of TIs, i.e., salts and amphiphilic molecules.1  In a previous 

paper, we demonstrated the significant effects of NaCl on the hydrate dissociation.94  A 

question raised here is how amphiphilic inhibitors affect the dissociation kinetics.  In 

this paper, we compare the dissociation behaviors of methane hydrate in pure water, in 

an aqueous NaCl solution, and in a methanol solution using MD simulations.  We first 

discuss the dissociation mechanism of methane hydrate in pure water from a somewhat 

different perspective than the previous papers.93, 94  Then, the dissociation behaviors in 

NaCl and methanol solutions are examined.  We demonstrate that the effects of the two 

TIs on the dissociation mechanism are largely different from each other.  The 

difference is discussed in terms of the free energies of states emerging in the 

dissociation process.   
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Computational details 

    We perform MD simulations of the dissociation of methane hydrate in pure water, 

in an aqueous methanol solution, and in an aqueous NaCl solution.  All systems 

consist of an aqueous solution and a slab of structure I hydrate in which all the cages are 

filled with methane.  The pure water system contains 3776 methane and 53248 water 

molecules.  The size of the simulation cell is roughly 95 × 95 × 190 Å3.  The initial 

configuration is shown in Figure 2a.  The hydrate slab occupies roughly half of the 

system.  The methanol solution system comprises 3776 methane, 47104 water, and 

2560 methanol molecules, respectively.  The mole fraction of methanol in the aqueous 

phase is approximately 0.1, which corresponds to ~15 wt %.  The number of NaCl, 

methane, and water molecules in the NaCl solution system are 1961, 3776, and 49326.  

The concentration of NaCl in the aqueous phase is 4.8 mol kg-1 in the initial 

configuration.   
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Figure 2 Snapshots along the dissociation process of methane hydrate in pure water at T 

= 312 K.  Black, blue, and purple particles are methane molecules in the hydrate slab, 

those dissolved in the aqueous phase, and those in bubbles, respectively.  Water 

molecules are not shown.  

 

    MD simulations are performed with the GROMACS 4.6 package.99, 100  

Long-range coulomb interactions are treated with the particle mesh Ewald method.101, 

102  The TIP4P/2005 model is employed for water.103  The interaction parameters for 

methane and methanol are taken from the OPLS united atom force field.104, 105  The 

parameters for Na+ and Cl- are taken from ref. 106.  The pressure is kept with the 

semi-isotropic Parrinello-Rahman scheme which allows the box length in the z-direction 

to change independently from those of the x- and y-directions.107, 108  The temperature 

is maintained by the Nose-Hoover thermostat.109, 110 
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    We first equilibrate the aqueous phase at 300 K for 1 ns with fixing the 

configurations of the hydrate phase.  Next, in order to relax the structure of the hydrate, 

a MD simulation is performed for 80 ps at T = 100 K and P = 1 bar without constraints.  

Then, the temperature is sharply raised to a target value keeping the pressure at 1 bar.  

This instant is referred to as the time origin, t = 0.   

    During the dissociation process, methane molecules are released from the hydrate 

slab, and they form bubbles when the concentration of methane reaches the limit of 

supersaturation.  We classify methane molecules into three types, molecules in the 

hydrate slab, those dissolved in the aqueous phase, and those in bubbles.  First, the F3 

tetrahedrality parameter76 is evaluated for water molecules in the first solvation shell (r 

< 5.5 Å) of methane.  Then, the number of water molecules with a highly tetrahedral 

structure (F3 < 0.3) is counted for each methane molecule.  If this number is more than 

15, the methane molecule is assumed to be in a hydrate cage.  The remaining methane 

molecules are further classified into two types based on a cluster analysis.  We define 

that two methane molecules are “connected” when the distance between them is shorter 

than 6 Å, which is the first minimum of the methane-methane radial distribution 

function in the aqueous phase.  We observe that the maximum cluster consists of 

roughly 30 molecules before a cluster rapidly grows in the aqueous phase.  Therefore, 

we define a cluster of methane molecules as a bubble if the number of methane 

molecules in the cluster is more than 30.  Isolated methane molecules and methane 

molecules in clusters smaller than the threshold are defined as those dissolved in the 

aqueous phase.  Figure 2 demonstrates that methane molecules are well classified with 

these criteria.   

    In addition to the MD simulations of the non-equilibrium hydrate dissociation 
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process, we perform equilibrium MD simulations of a methane molecule dissolved in 

aqueous solutions in order to evaluate the hydration free energy of methane.  The 

aqueous solution consists of 1000 water molecules for the pure water system, 100 

methanol and 900 water molecules for the methanol solution system, and 74 NaCl and 

852 water molecules for the NaCl solution system.  The potential energy of the system 

is described by  
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where Vvv is the sum of the solvent-solvent interactions, Nv is the total number of the 

interactions sites on solvent molecules, and σiu and εiu are the Lennard-Jones (LJ) 

parameters for the solvent-solute interactions.  The λ-dependent distance is given by  
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66 )1(5.0)( iuiuiu rr +−=′ λσλ .   (2) 

This expression for the potential function, called the soft-core form, is required to avoid 

large fluctuations near λ = 0 in the free energy calculation.111  The hydration free 

energy, i.e., the free energy difference between λ = 1 and 0, is given by 
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with  

λ

λ
N

i
i = .    (4) 

The number of states Nλ is set to 20.  The simulation is performed for 2 ns at each state.  

The free energy difference between adjacent states is calculated from the acceptance 

ratio method:112  

β
λλ

C
GG ii =−+ )()( 1     (5) 

with  
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where β is the reciprocal temperature and 
iλ
 represents the ensemble average 

obtained with the potential .   

 

 

Results and Discussion 

Dissociation of methane hydrate in pure water 

    Figure 3 presents the time evolution of the number of methane molecules in the 

hydrate slab, Nh, in pure water.  We observe a sharp drop of Nh from ~500 to 0 in the 

last stage of the dissociation process.  This drop is due to the rapid collapse of a thin 

solid slab, and it is commonly observed in MD simulations of ice and clathrate 

hydrates.58, 84, 113  The negative slope in Nh, (-dNh/dt), can be assumed as the rate of 

dissociation because the surface area of the hydrate does not change with time owing to 

the slab geometry.  Figure 3a demonstrates that Nh linearly decreases with time except 

for the final collapse for T ≥ 320 K.  This indicates that the dissociation rate is a 

constant with respect to time in this high temperature region.  In contrast, as shown in 

Figure 3b, the slope changes with time at lower temperatures.93  At T = 312 K, for 

example, the dissociation rate initially decreases with time, and then it turns to increase 

at t ~ 20 ns.  This trend is seen more clearly at T = 308 and 304 K.   

i
Vλ
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Figure 3 Time evolution of the number of methane molecules in the hydrate slab, Nh, 

for the pure water system at (a) high and (b) low temperatures.   

 

    In Figure 4b, we plot the number of methane molecules dissolved in the aqueous 

solution, Na, at T = 312 K.  Because methane molecules are released from the hydrate 

slab, Na increases with time for 0 < t < 20 ns.  The concentration of methane in the 

aqueous solution reaches the limit of supersaturation at t = 20 ns, and the first bubble of 

methane form in the solution as shown in Figure 2c.  The second and third bubbles 

emerge at t = 20.8 and 21.2 ns, respectively.  The number of methane molecules in the 

bubbles, Nb, rapidly increases whereas Na decreases because the bubbles absorb 

methane molecules from the aqueous solution.  The change in the slope of Nh shows 

that the dissociation rate increases after the formation of bubbles at t ~ 20 ns.   
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 Figure 4 Numbers of methane molecules in the hydrate slab, Nh (black), those dissolved 

in the aqueous phase, Na (blue), and those in bubbles, Nb (purple), against time for the 

pure water system at (a) T = 296 K, (b) 312 K, and (c) 320 K, and the schematics for the 

hydrate dissociation mechanism at (d) low, (e) medium, and (f) high temperature 

regions.  

 

    We present a schematic representation of the dissociation behavior of methane 

hydrate at T = 312 K in Figure 4e.  The molar free energy of the hydrate phase (black 

horizontal bar) is higher than that of the final state of the dissociation, i.e., the 

two-phase coexistence of liquid water and methane gas (the darkest purple solid bar).  

In the initial stage of the dissociation process, however, the dissociation rate does not 

depend on the difference in the free energy between these two states.  Rather, the 

dissociation rate is governed by the difference between the free energy of the hydrate 

phase (black bar) and that of the aqueous methane solution (blue bar).  At t = 0, the 

free energy of the aqueous solution is low because there is no methane in the solution 
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(the darkest blue bar at the bottom).  The free energy level of the aqueous solution 

becomes higher as the concentration of methane in the solution increases due to the 

positive excess chemical potential of methane in water (this is represented by the blue 

upward arrow).  Because the gap between the black and blue bars in the figure 

decreases, the dissociation rate decreases with time.  This is seen for 0 < t < 20 in 

Figure 4b.  At t ~ 20 ns, the concentration of methane in the aqueous phase reaches the 

limit of supersaturation, and the first bubble forms as shown in Figure 2.  At this 

moment, the driving force for the dissociation changes from the free energy difference 

between the solid black bar and the dashed blue bar to that between the solid black bar 

and the dashed purple bar.  The bubbles absorb methane molecules in the aqueous 

phase and grow rapidly.  This results in the decreases in the free energy of the 

two-phase coexistence of liquid water and methane gas (this is shown by the purple 

downward arrow).  Therefore, the dissociation rate of the hydrate slab increases after 

the bubble formation.   

    Figure 4f is a schematic for the dissociation behavior at high temperatures such as 

T = 320 K.  The free energy of the hydrate phase is higher for higher temperatures.  

At T = 320 K, it becomes much higher that the free energy level of the aqueous solution 

at the limit of super saturation (dashed light blue line).  In this case, the changes in the 

free energy levels with time, which are expressed by the blue and purple vertical arrows, 

are negligible compared with the gap between the black bar and the dashed light blue 

line.  Therefore, bubble formation does not affect the dissociation rate, and the number 

of methane molecule in the hydrate slab, Nh, linearly decreases with respect to time as 

shown in Figure 4c.  Early MD simulation studies also showed time-independent 

dissociation rates of gas hydrates.81-84  These studies examined this high-temperature 
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case. 

    Figure 4a shows the dissociation behavior at T = 296 K.  The dissociation rate 

decreases with time for 0 < t < 35 ns.  No bubble forms at this temperature within the 

simulation time of 120 ns.  The schematic for this behavior is presented in Figure 4d.  

The free energy of the aqueous methane solution (blue) increases with time because of 

the released methane molecules from the hydrate slab.  Due to the low temperature, the 

free energy of the hydrate slab (black) is lower than that of the aqueous methane 

solution at the concentration of the limit of supersaturation (dashed light blue line).  In 

this case, the increase in the free energy of the aqueous methane solution stops when the 

level of the blue bar becomes identical to that of the black bar.  Therefore, the 

dissociation of methane hydrate stops without bubble formation.  

    Experimentally, the dissociation temperature of methane hydrate is 193 K under 

ambient pressure.  The dissociation temperature of the combination of the TIP4P/2005 

and OPLS model is lower than the experimental value.58  Thus, the free energy of the 

hydrate phase is higher than the final state of the hydrate dissociation, H2O(l) + CH4(g), 

at all the temperatures examined in this study.  Nevertheless, the hydrate slab only 

partially dissociates for T ≤ 300 K because of the lack of bubble formation as 

schematically shown in Figure 4d.  It was reported that the limit of supersaturation of 

methane in water decreases with increasing system size.114  In other words, bubbles 

form more easily in larger systems.  If an MD simulation is performed for a larger 

system with the same composition ratio, bubble formation and the following hydrate 

dissociation would occur at temperatures lower than 300 K.  It should be noted that the 

barrier of bubble formation does not become zero even when the system is infinitely 

large.  This indicates that gas hydrates can survive for long period at temperatures 
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higher than the hydrate/liquid/gas three-phase equilibrium temperature in real system if 

there is no preexistent bubble near the hydrate.  The possibility of superheating of gas 

hydrates due to this mechanism was first proposed by Buffett and Zatsepina in 1999.115 

    In order to evaluate the reproducibility of the observed results, we generate three 

hydrate structures with different proton arrangements, and compare the dissociation 

behaviors of them at T = 308 K.  Figure 5 presents Nh for the three simulation runs.  

The three curves almost overlap during the initial 30 ns, where the dissociation rate 

decreases with time due to the increase in the free energy level of CH4(aq).  This 

indicates that the effect of the difference in the proton arrangement is insignificant for 

the dissociation rate in this period.  In contrast, the dissociation behaviors for t > 30 ns 

are quite different from each other due to the highly stochastic nature of bubble 

nucleation.  The elapsed times before bubble formation are 60, 50, and 30 ns for runs a, 

b, and c, respectively.  The dissociation rate after the bubble formation in run-a is 

faster than those in the other two simulation runs because two bubbles form in run-a 

whereas only one bubble form in run-b and run-c.  Figure 5 also shows Nh of three 

different simulations performed at T = 320 K.  Bubble formation does not affect the 

dissociation rate at the high temperature region.  Therefore, the results of the three 

simulations are almost the same at T = 320 K.  The dispersion in the time for complete 

dissociation mainly arises from the bubble nucleation.  However, it is difficult to 

analyze the dispersion quantitatively because hundreds of trajectories are required to 

characterize a stochastic nucleation event and huge computational resources are needed 

to obtain them.116, 117 This issue is beyond the scope of the present study.  Note that the 

three trajectories exhibit essentially the same behavior.  This result ensures that 

qualitative conclusion on the effects of temperature and TIs, which are the focus of the 
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present study, can be derived from the limited number of trajectories. 

 

Figure 5 Comparison between three simulations starting from structures with different 

proton arrangements at T = 308 K (black) and 320 K (red).   

 

    We examine the location of bubble formation.  The first bubble forms at t = 20 ns 

in the simulation performed at T = 312 K.  Figure 6a presents the distribution function 

of methane molecules along the z-axis immediately after the bubble formation.  It is 

seen that the dissolved methane molecules are uniformly distributed in the aqueous 

phase, -73 Å < z < 73 Å.  This indicates that the timescale of the release of methane 

molecules from the hydrate slab is slower than that of the diffusion of methane 

molecules in water.  Due to the uniform distribution, bubble formation can occur 

anywhere in the aqueous phase.  In this simulation, the first bubble incidentally forms 

at z ~ 0 Å.  Figure 6b shows the distribution functions at T = 336 K, which is the 

highest temperature examined in this study.  The distribution of dissolved methane 

molecule is not uniform when the first bubble emerges in the aqueous phase at t = 0.5 ns, 

because the dissociation of the hydrate slab is quite fast compared to the diffusion of 

methane in water.  Therefore, methane bubbles tend to form in the vicinity of the 

hydrate surface.  The formation of bubbles near the hydrate surface in the high 

temperature region was also observed in early simulation studies.89-91        
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Figure 6 Distribution functions of methane molecules along the z-axis immediately 

after the first bubble formation at (a) T = 312 K and (b) T = 336 K.  The black, blue, 

and purple curves show the distribution functions of methane molecules in the hydrate 

slab, those dissolved in water, and those in the first bubble, respectively.   

 

    In this study, the simulations are performed for a hydrate-rich condition with 

periodic boundary conditions.  It is possible to infer the dissociation mechanism in 

open water-rich systems, such as a hydrate crystal immersed in a mass of water.  In 

open water-rich systems, the concentration of methane molecules decreases as the 

distance from the hydrate surface increases, and the distribution of dissolved methane 

molecules does not become uniform.  If the time scale of the release of methane from 

the hydrate is much slower than that of the diffusion process of methane in water, the 
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hydrate crystal would completely dissociates without bubble formation in open 

water-rich systems.  However, bubble formation is commonly observed in experiments 

of dissociation of gas hydrates.118, 119  This fact implies that the diffusion of methane is 

slow and bubble formation occurs “near” the hydrate (the location of the bubble 

formation is close to the hydrate on a macroscopic length scale, but there can be a space 

between the bubble and the hydrate surface on a microscopic scale).  Thus, the 

increase in the dissociation rate due to bubble formation likely occurs also in 

macroscopic water-rich systems.  Once a bubble forms and grows to a certain size, or 

there is a pre-existent gas phase near the hydrate, the dissociation rate would be 

dominated by the time scale of transferring methane from the vicinity of the hydrate to 

the gas phase.  The transfer of bubbles themselves may also be important as suggested 

by Ripmeester et al.89-91  

    It should be noted that we focus on the microscopic intrinsic dissociation kinetics 

and macroscopic heat transfer effect is eliminated using a strong coupling between the 

system and thermal reservoir (0.6 ps) in this study.  Experimentally, it is difficult to 

access the microscopic intrinsic rate because the measured rate is more or less affected 

by macroscopic heat transfer due to the slow agitation rate compared with the timescale 

of MD simulations.97  In contrast, it is difficult to treat the macroscopic heat transfer in 

all-atom MD simulations even with current computational power.  We mention that 

several MD studies on gas hydrates have attempted to include this effect.62, 67, 89-91   

 

 

Effects of thermodynamic inhibitors 

    In Figure 7a, we compare Nh in pure water (solid black), in the aqueous methanol 
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solution (solid red), and in the NaCl solution (solid green) at T = 312 K.  It is found 

that the dissociation in the methanol solution is faster than that in pure water.  In 

contrast, the dissociation in the NaCl solution is slower than that in pure water in the 

initial ~10 ns.   

 

Figure 7 (a) Dissociation behavior of methane hydrate at T = 312 K in pure water 

(black), in the aqueous methanol solution (red), and in the NaCl solution (green).  

Solid, dotted, and dashed curves show the numbers of methane molecules in the hydrate 

slab (Nh), those dissolved in the aqueous solution (Na), and those in bubbles (Nb), 

respectively.  (b) Time evolution of Nh in the methanol solution at T = 296 K.   

 

    The dissociation rate in the initial stage is increased by methanol whereas it is 

decreased by NaCl.  This is explained from the effects of them on the hydration free 

energy of methane, Ghyd.  We calculate the hydration free energy of methane at T = 312 
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K.  We find that Ghyd in the aqueous methanol solution, 8.9 kJ mol-1, is lower that in 

pure water, 9.9 kJ mol-1, i.e., the solubility of methane is higher in the methanol solution.  

This is consistent with experimental results.120  The lower hydration free energy can be 

attributed to the stabilization of methane due to the hydrophobic group of methanol.  

This result indicates that the free energy level of CH4(aq) is lowered by methanol as 

schematically shown in Figure 8a.  Therefore, the dissociation of methane hydrate in 

the methanol solution is faster than that in pure water.  In contrast, Ghyd in the NaCl 

solution, 15.2 kJ mol-1, is higher than that in pure water.  This is also consistent with 

experimental observation.121  NaCl increases Ghyd because salts have a similar effect on 

the structure of liquid water as pressurization: the number of voids in liquid water which 

can accommodate methane molecules is reduced by the presence of ions.122, 123  Thus, 

the initial dissociation rate in the NaCl solution is lower than that in pure water.   

Figure 8 Schematics of the effects of (a) methanol and (b) NaCl on the dissociation 

mechanism of methane hydrate in aqueous solutions.  The free energy levels in pure 

water are gray, and those in the methanol and NaCl solutions are colored red and green, 

respectively.  The dotted arrows show the effects of the methanol and NaCl whereas 

the solid arrows represent the changes in the state as the dissociation proceeds.  

 

    Figure 7a shows that the number of methane molecules in the aqueous phase, Na, is 
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800 when the first bubble forms at t = 4 ns in the methanol solution.  In pure water, Na 

is 1500 when the first bubble emerges at t = 20 ns.  These results indicate that the 

presence of methanol facilitates the formation of methane bubbles, i.e., methanol lowers 

the free energy level of the limit of supersaturation (dashed line) as shown in Figure 8a.  

Methanol also lowers the free energy level of CH4(aq) and that of H2O(l) + CH4(g).  

As a result, the free energy of the hydrate phase becomes much higher than those of the 

other states.  This is in essence the same as the effect caused by the increase in 

temperature (Figure 4e → 4f).  That is, the linear decrease in Nh against time, which is 

the characteristic for the dissociation behavior in the high temperature region above 320 

K in pure water (Figure 3a), is seen in the methanol solution at T = 312 K (Figure 7a).  

The nonlinear decrease in Nh is observed in the methanol solution at lower temperatures.  

Figure 7b presents the time evolution of Nh in the methanol solution at T = 296 K.  The 

first bubble forms at t = 33 ns in this simulation.  Figure 7b demonstrates that the 

dissociation rate increases after this bubble formation.  A snapshot of the bubble at t = 

33 ns is presented in Figure 9a.  This figure displays not only methane molecules but 

also methanol and water molecules in contact with the bubble.  We define that a 

methanol (water) molecule is in contact with the bubble if the distance between one of 

methane molecule in the bubble and the CH3 group of the methanol (oxygen of water) is 

less than 6 Å (5.5 Å), which is the minimum position of the radial distribution function.  

The bubble consists of 49 methane molecules, and it is surrounded by 42 methanol 

molecules and 147 water molecules.  The ratio of the number of methanol molecules to 

that of water molecules, 42/147 = 0.29, is much larger than that for the bulk liquid 

region, 1/9 = 0.11 (mole fraction of the methanol in the solution is 0.1).  Figure 9b 

shows the radial density functions around the center of mass of the bubble.  It is shown 
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that there is no water molecule inside the bubble of methane, r < 6 Å.  The 

concentration of methanol around the bubble, r ~ 10 Å, is higher than that in the bulk 

region of the solution, r > 15 Å.  The distribution functions of methanol (black and 

green) suggest that the methyl group points toward the cluster of methane whereas the 

hydroxyl group points toward the aqueous phase.  The amphiphilic character of 

methanol stabilizes small clusters of methane, and thus bubbles can easily form in the 

methanol solution.     

  

Figure 9 (a) Snapshot of a bubble of methane molecules at t = 33 ns in the methanol 

solution at T = 296 K.  Methane molecules in the bubble are represented by dark blue 

spheres.  Oxygen atoms in methanol and water molecules in contact with the bubble 

are shown by magenta and light blue spheres, respectively.  (b) Radial density 

functions around the center of mass of the bubble in the methanol solution at t = 33 ns.  

The red, black, green, and blue curves show the radial density functions of methane 

molecules in the bubble, CH3 of methanol, H of the hydroxyl group of methanol, and O 

of water, respectively.  The radial density function of O of water is multiplied by 0.5. 
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    Figure 7a shows that the first bubble forms at t = 20 ns in pure water whereas it 

forms at t = 5.4 ns in the NaCl solution.  Due to the rapid bubble formation, the 

hydrate dissociation in the NaCl solution finishes much earlier than that in pure water, 

although the initial dissociation rate is lower in the NaCl solution.  The number of 

dissolved methane molecules in the aqueous phase at the moment of bubble formation 

in the NaCl solution is 600.  This is much smaller than the corresponding result for the 

pure water system, 1500.  This indicates that NaCl also facilitates the bubble formation 

(Figure 8b).  However, the mechanism for the enhancement of bubble formation due to 

ions is different from the mechanism of methanol.  Ghosh et al. calculated the 

methane-methane potential of mean force in aqueous NaCl solutions.124  They found 

that the contact configuration of the methane pair is stabilized by Na+ and Cl-.  

Because of the strengthening of the hydrophobic interactions, bubbles form more easily 

in NaCl solutions than in pure water.  

    The distribution of dissolved methane molecules in the NaCl solution is quite 

different from that in pure water at the same temperature.  Figure 10 shows the 

distribution functions of methane molecules and Cl- immediately after the first bubble 

formation at t = 5.4 ns in the NaCl solution at T = 312 K.  The concentration of Cl- 

near the hydrate surface, |z| ~ 50 Å, is lower than that in the bulk region of the solution 

because water molecules are released from the hydrate slab in the dissociation process.  

As shown above, the hydration free energy of methane in the NaCl solution is higher 

than that in pure water.  As a result, the methane molecules released from the hydrate 

prefer to stay in the ion-poor region near the hydrate surface.  The emergence of the 

locally high concentration near the surface also assists the rapid bubble formation in the 
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NaCl solution because methane molecules can easily form a contact pair in this region.  

The first bubble forms at z = -50 Å.  The bubble keeps in contact with the hydrate 

surface during the dissociation process, because not only each methane molecule but 

also a cluster of them do not favor the ion-rich region.  A similar behavior is observed 

at other temperatures in the NaCl solution,94 whereas no bubble contacts with the 

hydrate surface in pure water and in the methanol solution. 

 

Figure 10 Distribution functions of methane molecules along the z-axis immediately 

after the first bubble formation at T = 312 K in the aqueous NaCl solution.  The black, 

blue, and purple curves show the distribution functions of methane molecules in the 

hydrate slab, those dissolved in water, and those in the first bubble.  The green curve is 

the distribution function of Cl-.  That of Na+ is not shown because it is similar to the 

distribution function of Cl-.  

 

Conclusions 

    We have investigated the dissociation of methane hydrate in pure water, in an 

aqueous methanol solution, and in an aqueous NaCl solution.  The dissociation rate of 

the hydrate initially decreases with time because of the increase in the free energy of the 

aqueous phase due to methane molecules released from the hydrate.  The dissociation 
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rate of this stage is increased by methanol whereas decreased by NaCl.  This behavior 

is explained from the opposite effects of methanol and NaCl on the hydration free 

energy of methane, i.e., methanol stabilizes methane molecules in the aqueous solution 

whereas NaCl destabilizes them.  The dissociation rate of methane hydrate increases 

after formation of methane bubbles because the bubbles absorb surrounding methane 

molecules.  It is found that both methanol and NaCl facilitate the bubble formation, but 

the mechanisms of them are different from each other.   

    We have demonstrated significant effects of the two TIs on the dissociation kinetics 

of methane hydrate.  Various molecules, including TIs, dissolved in the aqueous phase 

would affect the growth mechanism of clathrate hydrates as well as the dissociation 

process.  However, there have been a limited number of simulation studies on the 

hydrate growth with additives.57, 125  It is known that some water-soluble polymers act 

as kinetic hydrate inhibitors (KHIs), which adsorb on the hydrate surface and 

significantly retard the crystal growth.5, 6  Uses of KHIs combining with TIs have been 

proposed to prevent formation of clathrate hydrates efficiently in gas and oil pipelines.5  

It was reported that the performance of a KHI can be altered by methanol and NaCl.126  

Recently, we showed the microscopic mechanism of the adsorption of KHIs on the 

hydrate surface by using MD simulations.127  However, the details of the inhibition 

process and effects of additives such as methanol are still unclear.  MD simulations 

would provide a wealth of information on the mechanism of the inhibition of hydrate 

formation.   
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