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tude and phase (ψ). The second term in Equation 1 is a sum
over all the resonant modes χ

(2)
Rν

. χ
(2)
Rν

depends on both the orien-
tational average of the molecular hyperpolarizabilities, 〈β 〉, and
the number of contributing molecules, N, via Equation 2. This
relationship indicates an important aspect of VSFS: the measured
signal is due to both population and orientation at the interface.

χ
(2)
Rν

=
N

ε0

〈βν 〉 (2)

In VSFS, the nonlinear susceptibility term, χ(2), may be probed
by unique polarization schemes. Polarizations such as ssp and sps

are common in VSFS, where p and s refer to the orientation of
the polarized E fields relative to the plane of incidence. Polariza-
tion designations are given to the incident and outgoing beams
in energetic order: SF, visible, IR. A simplistic way to interpret
these polarization schemes in regard to the VSFS spectra is that
sps probes the component of dipole moments in the plane of the
interface, while ssp probes those components normal to the inter-
face.

Spectral fits for the neat air/water interface in both ssp– and
sps–polarization schemes have been well established in the liter-
ature.40–43 The fitting routine employed in these studies is non-
trivial, as shown by Equation 1, and contains contributions from
the vibrational transition strengths (Aν ), phases (φν ), peak fre-
quencies (ων ), and broadening terms (Γν and ΓL) of all reso-
nant modes. The broadening due to line widths of the individual
molecular transitions (ΓL) are fit to either 2 cm−1 (CHs), 5 cm−1

(coordinated OHs), 7 cm−1 (NHs), or 12 cm−1 (free OH) based
on reported vibrational relaxation lifetimes of the specific tran-
sition.44–48 Global fitting routines were used when possible to
allow for more confidence in the spectral interpretation. Reason-
able global fits were achieved by allowing amplitudes of resonant
modes to vary with all other peak contributions held constant.

2.2 Laser System

The laser system used in this study has been extensively described
in a prior publication,49 such that only a brief description is nec-
essary here. After shaping the incident laser pulses using a com-
bination of Ti:Sapphire oscillator and amplifier systems, the re-
sultant ∼2.6 ps beam is ∼2 W centered at 800 nm with a 1 kHz
repetition rate. A quarter of the ∼2 W is then split to form the
visible beam used in the sum frequency studies, while the re-
maining three quarters is directed into an optical parametric am-
plifier/difference frequency generator system (TOPAS/nDFG by
Light Conversion) to produce the IR beam. This IR beam ranges
from ∼4000 (∼25µJ) to 800 cm−1(∼2µJ).

The spectra presented here were obtained in either the ssp–
or sps–polarization schemes. The IR and visible beams are over-
lapped at the sample surface, and the reflected SF signal is mon-
itored using a thermoelectrically cooled CCD camera (Princeton
Instruments). Incident angles of the visible and IR beams were
fixed at 45◦and 60◦, respectively, from surface normal in a co-
propagating geometry for the majority of experiments presented
here. For the polarization study, incident angles were fixed at
63◦ and 55◦, respectively, across all polarizations in order to ac-

quire more favorable SF intensity. Spectra were collected using
a LabView program that records CCD intensity at every wave-
length step (3 cm−1) over the tunable range. The absorption
of a polystyrene standard was measured daily and used to cal-
ibrate the recorded wavelengths of the infrared beam. Spectra
presented here are averages of 6-18 spectra taken over multiple
days to ensure reproducibility in the spectral response and to min-
imize contributions from the background. Additionally, the non-
resonant sum frequency response of an uncoated gold substrate
was measured before each data set, and used to normalize the ex-
perimental spectra. Spectra of the neat air/water interface were
also acquired during each data set to ensure spectral intensities
were comparable. All measurements were acquired at room tem-
perature (∼20 ◦C) in a purged air environment (< 30% RH via a
Parker Domnick Hunter Pneudri MiDAS ).

2.3 Surface Tension

Surface tension data were collected using the Wilhelmy plate
method50 via a force balance (KSV Instruments). Samples were
held in clean glass dishes, and a platinum plate (Biolin Scientific)
connected to the force balance was carefully lowered into the so-
lution. The platinum plate was thoroughly rinsed in >18 MΩ·cm
nanopure water and heated under flame until glowing orange be-
fore each measurement was taken. Surface tension of the neat
air/water interface was taken at the start of data collection to en-
sure surface tension values for each data set were comparable.
Surface tension values were corrected for instrumental fluctua-
tions by subtracting the surface tension of the neat air/water sur-
face to generate surface pressure values. All measurements were
recorded at room temperature (∼20◦C).

2.4 Sample Preparation

Monoethanolamine (≥99%) was purchased from Sigma–Aldrich.
All solutions (0.1–10 M) were diluted volumetrically with either
H2O (>18 MΩ·cm, Barnstead E-pure) or D2O (≥99.9%, Cam-
bridge Isotopes), and sonicated for a minimum of 10 minutes
before use. All solutions were examined at their native pH; for
monoethanolamine this corresponds to pH∼12.5. All glassware
was scrupulously cleaned for a minimum of 24 hours in a sulfu-
ric acid–NoChromix bath before being thoroughly rinsed under
>18 MΩ·cm nanopure water and dried in a >240 ◦C oven.

2.5 Computational Methods

The computational methodology used in this study has been out-
lined in previous publications,13,49,51–53 and is discussed here as
it applies to this work.

2.5.1 Classical Molecular Dynamics.

Classical molecular dynamics (MD) simulations were performed
using the Amber 12 suite of programs,54 with starting configura-
tions created in PACKMOL.55 Parameters and force fields were
generated as in previous studies.51,52 An NVT ensemble was
used, with the simulations performed using a time step of 1 fs.
Energy minimization of the initial system at 0 K, equilibration
of the system from 0 K to 298 K, and evolution of the system
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also employed methods outlined in previous studies.49,52 The
system temperature was maintained during the evolutions via
Langevin dynamics with a leapfrog integrator. Data were ex-
tracted from the MD simulations after a minimum of 50 ns of evo-
lution. Monoethanolamine configurations consisted of 80 or 160
MEA molecules with 900 water molecules in a 30 Å cube, roughly
corresponding to total concentrations of ∼5 M and ∼10 M MEA,
respectively. Interfaces were created by expanding one dimension
of the cube to 120 Å and applying periodic boundary conditions.
The interface was defined by the Gibbs dividing surface, and data
were collected for both vacuum/water interfaces of the box. Dis-
tances are reported relative to the interface and bond angles are
reported relative to the surface normal pointing into the vacuum.

2.5.2 Quantum Mechanical Calculations.

Density functional theory (DFT) calculations were performed us-
ing the NWChem56 and Gaussian 0957 program packages. Ge-
ometry optimization and harmonic frequency calculations for iso-
lated gas phase amine molecules were performed using the B3LYP
exchange–correlation functional and the 6–311++G(2d,2p) ba-
sis set. Anharmonic corrections to vibrational frequencies were
afforded by second–order vibrational perturbation theory (VPT2).
A range of combinations was explored in order to determine the
best agreement between the calculated and experimental VSF
spectra, with selection of basis sets and functionals guided by lit-
erature precendent.58–61 B3LYP, B2PLYP, and MP2 xc–functionals
were matched with either 6–311++G(2d,2p) or aug–cc–pVTZ
basis sets. Ultimately B2PLYP/6–311++G(2d,2p) was found to
provide the best agreement between calculated and experimental
VSF spectra with respect to both peak positions and relative in-
tensities; a discussion of these tested methodologies is found in
the Supplementary Information.†

VSF intensities were calculated using in–house code53 that
probes the second–order linear susceptibility tensor via Equation
(3).

χ
(2)
i jk

∝ ∑
a,b,c

Cabc

∂αab

∂Qq

∂ µc

∂Qq
(3)

Polarizability (α) and dipole moment (µ) derivatives were cal-
culated using three–point finite differentiation with respect to
the displacement of the normal mode q (∂Qq), while the labo-
ratory and molecular reference frames were related via Cabc. This
methodology allows matching of the static gas–phase DFT struc-
tures with the molecular orientations and conformations acquired
in the MD simulations. A discussion of the DFT structures used
in the calculations is found in the Supplementary Information.†

Spectra were empirically broadened using Lorentzian and Gaus-
sian widths comparable to the experimental spectral fits.

3 Results and Discussion

3.1 Experimental VSF Spectra

Figure 2 shows vibrational sum frequency spectra of a concentra-
tion series of MEA solutions (1 M, 5 M, and 10 M MEA in H2O)
at the air/water interface in ssp–polarization. Spectra probe both
the (a) stretching and (b) bending regions. The VSF spectrum
of the neat air/water interface is shown for reference in grey. In

both the stretching and bending regions of the water spectrum,
characteristic modes are shown that agree well with the exten-
sive literature of this interface.37,40,41,43,62,63 In the stretching
region, intensity due to water’s free OH oscillators (∼3700 cm−1)
as well as a broad feature (< 3600 cm−1) due to a continuum
of more coordinated water oscillators is present. In the bending
region modes due to water’s free OH (∼1625 cm−1) and more
coordinated water oscillators (∼1740 cm−1) are present.

Upon introducing MEA to solution, vibrational signatures char-
acteristic of solvated MEA’s NH2 and CH2 stretches (∼3300 cm−1,
∼2936 cm−1 and ∼2873 cm−1) and their associated bends
(∼1600 cm−1, ∼1450 cm−1 and ∼1360 cm−1) appear above the
water structure. These new modes are present at all measured
concentrations of MEA, showing MEA to not only be present at
the surface but also ordered, as the relationship in Equation 2
details.

In addition to solvated MEA contributing intensity to the VSF
spectra, reaction products between water and MEA could also af-
fect the spectral shape and deserve consideration. An equilibrium
between MEA and its protonated form, MEA–H+, exists in water
according to Equation 4, with a pKa of 9.55.19

MEA+H2O ⇀↽ MEA−H++OH− (4)

However, at the experimental pH (∼12.5) the concentration of
MEA–H+ (∼9x10−8 M) is considered negligible. Additionally,
protonation of amines is known to have a dramatic effect on the
VSF spectral shape;64 yet no such effect was observed in these
spectra. Therefore contributions from MEA–H+ species to the VSF
spectral shape have been neglected in this study.

All MEA spectra have been globally fit, and achieved a rea-
sonable match at all concentrations without allowing number of
peaks, peak position, phase, or broadening to vary. The only fit-
ting parameter that needed varying was the peak amplitude. This
suggests that changes in VSF intensity are correlated with changes
in bulk solution concentration. Whether these changes in bulk so-
lution concentration result in increased surface population or re-
orientation of surface species—since VSF intensity arises from a
convolution of both—remains, and a full analysis of these effects
follows shortly.

VSF spectral assignments

In the stretching region of the vibrational spectrum, six peaks
arise above the background water spectrum and are due to MEA’s
methylene and amine groups. The experimental VSF spectra
have been fit to peaks at 2845 cm−1, 2873 cm−1 , 2920 cm−1,
2936 cm−1, 3300 cm−1 and 3359 cm−1, as listed in Table 1. A
peak at 3170 cm−1 was also found to be necessary in the global
fit, but this mode only contributed appreciable intensity in the
1 M MEA spectra. As VSF intensities depend upon vibrational
transitions being both IR and Raman active, bulk IR and Raman
studies are often used to guide identification of peaks in VSF spec-
troscopy. Thus, bulk IR and Raman studies of MEA have been
examined to help identify the peaks in these VSF spectra. Knop,
et al. and Jackson, et al. both report FTIR for neat MEA, at-
tributing peaks at ∼3290 cm−1 and ∼3354 cm−1 to MEA’s amine
SS–NH2 and AS–NH2, respectively.48,65 Additionally, peaks at
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making the peak at 2873 cm−1 the SS–CH2 mode. Unfortunately,
these selection rules alone have been unable to enable assigning
the remaining methylene modes. The selection rules are based on
molecular symmetry arguments and assume the methylene back-
bone of MEA is uncoupled from the motion of the rest of the
molecule. This last assumption is not well–satisfied for MEA, as
its functional groups can alter the coupling between the methy-
lene stretches.

Similar analysis—taking into account spectral fitting and lit-
erature precedent—has been conducted for MEA in the bend-
ing region of the vibrational spectrum. As listed in Table 1,
three peaks have been uniquely fit to MEA in the bending re-
gion: at 1595 cm−1, 1448 cm−1, and 1360 cm−1. FTIR stud-
ies report peaks at 1645 cm−1 and ∼1600 cm−1 assigned to NH
rocking.65,70 Peaks at ∼1450 cm−1 and ∼1360 cm−1 appear in
the reported spectra, but are either unassigned or assigned to the
methylene bend or C–O–H bend.65 Unfortunately, as the bending
region of the vibrational spectrum is examined much less than the
stretching region, few other sources exist to help identify peaks in
this region. In fact to our knowledge, only two recent VSF studies
report on the bending region of the vibrational spectrum.43,63

Thus, a further examination of the spectral peaks in the bend-
ing region has been conducted by examining 10 M MEA in D2O.
D2O readily exchanges with the amine group at the pH under
study (pH∼12.5) but should have marginal effect on the methy-
lene backbone. Indeed, as shown in Supplementary Figure 4†,
the 10 M MEA in D2O shows a loss of the peak at 1595 cm−1, but
retention of the peaks at 1448 cm−1 and 1360 cm−1, indicating
that the latter two peaks are due to CH2 modes. Thus, modes
in the bending region have been assigned as follows: the peak
at 1595 cm−1 is the NH2 bend, and the peaks at 1448 cm−1 and
1360 cm−1 are CH2 bends, as shown in Table 1.

3.2 Comparison of experimental and calculated VSF spectra

To resolve any remaining uncertainty in the experimental spec-
tral assignments, DFT at the B2PLYP/6-311G++(2d,2p) level of
theory has been used to calculate VSF spectra. Reasonable sur-
face spectra were calculated from static gas–phase DFT struc-
tures that had been matched to surface conformers from the MD
simulations. Assignments of the MD conformers to DFT struc-
tural “groups" were based on assigned ranges of specific dihedral
angles, with DFT structures corresponding to maxima in the di-
hedral distribution of the MD conformers. A table of the dihe-
dral angles of the DFT structures and the corresponding ranges
of the MD conformers has been included in the Supplementary
Information,† along with a discussion of the dihedral assignments
and the correlated MD dihedral distributions.

The resultant calculated VSF spectra (orange) are shown in Fig-
ure 4 along with the experimental spectra (blue) for comparison.
Peak positions are listed in Table 1. Note the calculated VSF spec-
tra do not include solvent contributions; red shifting of the cal-
culated peak frequencies for MEA’s amine and alcohol stretching
modes is expected if solvation effects were included. Addition-
ally, intensity from water OH modes as well as coherence effects
of the water modes with neighboring MEA modes have not been

captured in these calculations.
Figure 4 (b) shows good agreement in both relative peak in-

tensity and peak position for the CH stretching region. In this re-
gion, the solvent effects are small leading to the average deviation
(±σ) in peak position of ∼21 cm−1. This small deviation in peak
position not only indicates the CH region is favorable for calculat-
ing spectra when solvent effects are neglected, but also indicates
strong agreement in peak frequencies exists between the experi-
mental and DFT–derived spectra. This strong agreement validates
the computational methodology used and lends confidence to the
surface behavior information,as well as spectral assignments, ex-
tracted from the computational work.

However, Figure 4 (a) and (c) indicate that solvent contribu-
tions do play a large role in shaping the VSF spectra in regions
where H–bonding plays a larger role, such as the water bend-
ing and NH stretching regions. The background water structure
greatly impacts the shape of the experimental VSF spectra, re-
sulting in greater mismatch between experiments and calcula-
tion for Figure (a) and (c). This mismatch is a consequence of
the methodology used to calculate the spectra which does not
include contributions from the solvent. Not only do the water
OH modes greatly contribute intensity to the overall experimen-
tal line shape in Figure 4 (a) and (c), but the solvation of MEA’s
functional groups lead to frequency shifts and spectral broaden-
ing of MEA’s NH and OH modes. For example, the deviation in
peak position between the calculated and experimental fit value
of the NH stretching region is ∼52 cm−1; the relative intensities
are also clearly different between the calculated and experimental
spectra in this region. Improvements to the methodology are cur-
rently underway to address these issues and better capture the
influence of solvation. Indeed, preliminary DFT calculations in-
cluding explicit solvation (not shown) strongly suggest that the
majority of the discrepancies in vibrational frequencies arise from
solvation effects. Yet, NH stretches in amines and amides are no-
toriously difficult to accurately calculate with DFT, and are greatly
influenced by solvent effects,71–73 indicating the ∼52 cm−1 devi-
ation in peak position is not unreasonable. Nevertheless, the CH
stretching region of Figure 4 (b) shows good agreement between
the calculated and experimental spectra, enabling better interpre-
tation and assignments of vibrational modes there.

In fact, the DFT calculations show coupling between the methy-
lene backbone modes, as suggested by the polarization study of
Figure 3. For example, the assignment of the peak at 2873 cm−1

in the VSF spectra is SS–CH2 based off of literature precedent
and polarization rules. In the calculated spectra, this peak ap-
pears at 2827 cm−1 and arises instead from coupling between
the two methylene units: a strong SS–CH2 contribution from one
and a weaker AS–CH2 contribution from the other. This coupling
behavior has been found to be characteristic for all the methy-
lene stretches and bends calculated, and questions the assump-
tion that each vibrational mode is discretely symmetric or asym-
metric. Therefore, mode assignments in Table 1 have been made
taking into consideration the various strengths of these coupled
vibrations, along with the literature assignments and polarization
analysis presented above.

The calculated VSF spectra in the bending region in Figure
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