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The design of thermoelectric materials often involves the integration of point defects (alloying) as a route to reduce the lattice

thermal conductivity. Classically, the point defect scattering strength follows from simple considerations such as mass contrast

and the presence of induced strain fields (e.g. radius contrast, coordination changes). While the mass contrast can be easily

calculated, the associated strain fields induced by defect chemistry are not readily predicted and are poorly understood. In this

work, we use classical and first principles calculations to provide insight into the strain field component of phonon scattering

from isoelectronic point defects. Our results also integrate experimental measurements on bulk samples of SnSe and associated

alloys with S, Te, Ge, Sr and Ba. These efforts highlight that the strength and extent of the resulting strain field depends strongly

on defect chemistry. Strain fields can have a profound impact on the local structure as in the case of Ba alloys, wherein the fields

have significant spatial extent (1 nm in diameter) and produce large shifts in the atomic equilibrium positions (up to 0.5 Å). Such

chemical complexity would suggest that computational assessment of point defects for thermal conductivity depression should

be hindered. However, in this work, we present and verify several general descriptors that correlate well with the experimentally

measured strain fields. Furthermore, these descriptors are conceptually transparent and computationally inexpensive, allowing

computation to provide a pivotal role in the screening of effective alloys. The further development of point defect engineering

could complement or replace nanostructuring when optimizing the thermal conductivity, offering the benefits of thermodynamic

stability, and providing more clearly defined defect chemistry.

1 Introduction

The development of advanced thermoelectric materials would

enable a broad range of technological improvements from

waste heat recovery to solid-state refrigeration to novel solar-

thermal energy generation.1–3 Such advances depend criti-

cally on developing materials with a high thermoelectric figure

of merit, zT. As such, the challenge is to predict and control the

interdependent electronic and thermal properties within zT:

zT =
S2σT

κ
(1)

where T is the temperature, S is the Seebeck coefficient,

σ is the electrical conductivity, and κ is the total thermal

conductivity (electronic plus lattice contributions). Histori-

cally, searches for high zT materials have been led by ex-

periment and heavily based on chemical intuition and simple

design principles.4,5 In recent years, the thermoelectric com-

munity has experienced a paradigm shift towards the high-
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throughput prediction and computation of zT.6–10 To date,

high-throughput approaches have evaluated zT using ground-

state electronic and phonon calculations. While these searches

are expected to greatly accelerate the identification of promis-

ing thermoelectric materials, current approaches focus on

compounds with integer stoichiometry and do not explicitly

consider the potenial for materials engineering.

Regardless of the search modality, achieving high zT ulti-

mately requires extensive tailoring of microstructure and com-

position. Reductions in the lattice thermal conductivity κL are

often achieved through nanostructuring (boundary scattering)

and isoelectronic alloying (point defect scattering).11–20 Point

defect scattering from isoelectronic defects is a critical com-

ponent of mature thermoelectric materials (e.g. Si0.8Ge0.2,

PbTe1−xSex).11–13 While nanostructured materials have been

extensively investigated over the last two decades,14–20 point

defect scattering has seen comparatively less study and has

yet to be included in high throughput searches. Compared to

nanostructure-based phonon scattering, point defect scattering

offers the benefits of thermodynamic stability, greater applica-

bility to anisotropic materials, and more clearly defined defect

chemistry.

1–21 | 1

Page 1 of 21 Physical Chemistry Chemical Physics



Page 2 of 21Physical Chemistry Chemical Physics



orthorhombic Pnma structure (Figure 2). SnSe is often consid-

ered a layered, ‘distorted rock-salt.’ Relative to a true rock-salt

structure, an apparent shear between layers results in highly

distorted coordination shells. It is worth mentioning the en-

ergetic proximity (∼ 11 meV) of a diffusion-less, crystallo-

graphic phase transition to the Cmcm phase of SnSe.33,34 The

Cmcm phase retains the orthorhombic, sheared, layered struc-

ture characteristic of Pnma SnSe, but the magnitude of the

shear is less extreme, resulting in a more symmetric coordi-

nation environment around the Sn and Se atoms. Pnma SnSe

is known to be fully soluble with several species (e.g. Ge,

S).35,36 Pure SnSe has been reported to possess high zT in the

high temperature Cmcm phase, although there are some dis-

crepancies in the literature.37,38

Herein, we first investigate the alloy space of SnSe through

bulk synthesis to determine systems with sufficient solubil-

ity to use as a model set. We then characterize the ther-

mal transport within the alloys, focusing on the experimen-

tal thermal conductivity. We analyze the data using classi-

cal models by Debye-Callaway and Abeles, which allow us

to characterize the type of scattering observed in the system

(e.g. Umklapp phonon-phonon, boundary, and point defect

scattering) and determine the functional relationship between

alloy composition and the thermal conductivity. Afterwards,

we present three computational approaches which access the

structural distortions associated with point defects and param-

eterize the results as simple metrics which can readily be com-

pared against other alloying options. By combining our ex-

perimental and computational data, we show that the com-

putational methods provide predictions which correlate well

with physical observations. We find that the models suc-

cessfully rank the various alloys based on their efficacy as a

phonon scattering source (e.g. depression of thermal conduc-

tivity). The success of these computational models for pre-

dicting relative point defect scattering strength (a) provides a

new resource for both computationally driven high-throughput

searches and experimentally led synthetic surveys and (b) of-

fers design strategies to tailor the local strain field chemistry.

2 Methods

2.1 Experimental

For isoelectronic alloying in SnSe, we focused on elements

with preferred oxidation states of +2 or -2: Ca (Alfa 99.5+%

granules), Sr (Alfa 99+% pieces), Ba (Alfa 99.2+% chunk),

Cu (Alfa 99.9% shot), Zn (Alfa 99.99% shot), Ge (Alfa

99.9999% chunk), Te (Alfa 99.999% powder), and S (99.5+%

powder). We chose to omit Pb, Cd, and Hg due to toxicity

concerns. Other transition metals were omitted due to vari-

able oxidation state and high melting points. All elements,

powders, and pellets were handled in an argon glove box.

Synthesis: Alloys of the form Sn1−xXxSe (X: Ca, Sr, Ba,

Cu, Zn, Ge) were synthesized by combination of in-house pre-

pared SnSe, SnSe2, and the alloying species. SnSe is prepared

by direct combination (melting) of Sn (Alfa 99.99% shot) and

Se (Alfa 99.999% shot) at 625◦C in an evacuated (10−3 torr)

fused silica ampule. SnSe2 is prepared by ball-milling SnSe

with Se for 1h, followed by an anneal at 625◦C. The chosen

cation species have relatively high melting points; direct com-

bination of elements in these cases can cause dangerous pres-

sures of Se vapor to form, increasing the chance of ampule

rupture. Using SnSe2 as an effective selenium source entirely

eliminates the chance of rupture and allows reactions to be

carried out at higher temperatures. A sample reaction is:

xSnSe2 + xBa+(1−2x)SnSe → Sn1−xBaxSe

Samples were sealed in evacuated (10−3 torr) fused silica am-

pules and heated to 1000◦C at a rate of 200◦C/h. Samples

were soaked at 1000◦C for 18h before cooling freely within

the furnace. Material was agitated twice during the 1000◦C

soak to facilitate mixing.

Alloys of the form SnSe1−xXx (X: S, Te) were synthesized

by direct combination (melting) of the raw elements. Risk of

rupture is negligible due to the low melting points of S and Te.

Reactants were sealed in evacuated fused silica ampules and

heated to 400◦C at a rate of 400◦C/h. After soaking at 400◦C

for 12h, samples were heated to 1000◦C at a rate of 100◦C/h.

Samples were soaked at 1000◦C for 18h before cooling freely

within the furnace. Samples were agitated twice during the

1000◦C soak to facilitate mixing.

Powder Characterization: Resulting ingots were pow-

dered using an agate mortar and pestle. Powders were passed

through a 100 µm sieve meeting ASTM E11 standards. X-

ray diffraction (XRD) patterns were obtained using a Phillips

X’Pert diffractometer in an θ -2θ configuration using a Cu

Kα radiation source. Patterns were refined using the Rietveld

method within the General Structure Analysis System (GSAS)

as distributed by Argonne National Laboratory.39,40 Except

where noted, refinements use the Pnma SnSe crystal (ICSD:

041740) as the base structure. In anticipation of applying Veg-

ard’s Law, we refine primarily on the lattice parameter, typical

peak broadening terms, and preferential orientation. To en-

sure uniformity in texturing, additional diffraction data was

collected using a Bruker D8 diffractometer and an area detec-

tor.

Pellet Compaction: Samples were inductively pressed in

high-density graphite dies (POCO) under 100 MPa of pres-

sure. Hot pressing was conducted under 7-8 torr of argon to

counter the innately high vapor pressure of SnSe. Samples

were pressed at 525◦C for 45m. Resulting pellets are cylindri-

cal, approximately 13mm in diameter and 10mm in height.
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Pellet Characterization: Prior work on hot pressed SnSe

has demonstrated a high degree of texturing parallel to the

direction of applied pressure.38. This is consistent with the

layered structure of SnSe. In accordance with prior work,38

sintered pellets of SnSe were sectioned into two plates using a

Buehler IsoMet low speed saw: a plate with the primary sur-

face perpendicular to the press axis, and a plate with primary

surface parallel to the press axis. XRD was performed on all

sectioned plates to determine the degree of texturing, and con-

firm phase purity. Sectioned pellets were polished with a se-

ries of sandpapers, terminating at 2000 grit. Polished samples

were coated in Graphit graphite spray. Thermal diffusivity

was measured using a Netzsch Laser Flash Apparatus (LFA)

457. Diffusivity data is fit using a Cowen plus Pulse Correc-

tion (CPC) numerical model. The total thermal conductivity

of the alloyed samples was calculated using:

κ = DρCp (2)

where D is the thermal diffusivity, ρ is the mass density, and

Cp is the heat capacity. The heat capacity is estimated using

the Dulong-Petit approximation.

Despite experimental densities commonly exceeding 97%

of the theoretical density, all samples include a correction for

porosity using two-component, three-dimensional Bruggeman

model for a composite with spherical inclusions,41,42

∑
i

δi

κi −κe

κi +2κe

= 0 (3)

where δi is the volume fraction of component i, κi is the con-

ductivity of component i, and κe is the effective (measured)

conductivity of the sample. Allowing the sum over two com-

ponents, the porosity and sample conductivity, κi = (κVoid,

κSnSe), and solving for κSnSe gives the porosity-corrected ther-

mal conductivity. We approximate κVoid as that of argon gas

(the gas present during pressing), which is effectively zero

compared to the conductivity through the solid media.

Speed of sound measurements were performed using an

Olympus 5072PR Pulser/Receiver system with a gain of 30 dB

and a 5 kHz signal. Both transverse and longitudinal measure-

ments were made, using Olympus V112 (longitudinal) and

Olympus V156 (transverse) transducers. Data was collected

and analyzed on an Atten ADS 1102C oscilloscope.

Room temperature Hall effect measurements were made us-

ing a BioRad HL5500 PC with a probe current between 1-

10 mA. Results indicate that the carrier concentration remains

p-type, roughly 1017cm−3 regardless of composition. Due to

the low intrinsic carrier concentration of SnSe, the electronic

contribution to the thermal conductivity is negligible and κ ≈

κL.

2.2 Computational

Nuclear PDF Calculations: We used a 32-atom special

quasi-random structure (SQS)43, generated with the ATAT

package44, to model both the cation and anion-site alloys.

For alloys containing 25% cation or anion substitution, the

SQS can only mimic the pair correlation function up to the

4th nearest neighbor. To compensate, we perform 4 unique

calculations and average over the respective quantities of in-

terest. The atomic structure of the SQSs were relaxed us-

ing the VASP code45 within the local density approximation

(LDA)46. The ion-electron interactions were described with

the projector augmented wave (PAW) method45,47. Lattice

vectors and atomic coordinates of the alloys were allowed to

relax to minimize the stress tensor and interatomic forces. We

minimize the diagonal elements of the stress tensor such that

the underlying primitive lattice is always orthorhombic. We

then compute the nuclear pair distribution function g(r), given

by

g(r) =
dn(r)

4πρ0r2dr
(4)

where dn(r) is the number of atoms in the shell between r+
dr with respect to the reference atom, and ρ0 is the number

density of atoms.

Single Atom Model: The density functional calculations

were performed in the generalized gradient approximation

(GGA)48 using the VASP code45. For the structural relax-

ation of the S, Te, Ge, Sr, and Ba impurities, we used a 2x4x4

supercell containing 256 atoms and included the relaxations of

atoms up to a cutoff radius of 8 Å around the lattice site where

the impurity was substituted. For these supercell calculations,

we used an energy cutoff of 330 eV and a 2x2x2 k-mesh for

Brillouin zone sampling.

Bulk Modulus: The bulk modulus was obtained by calcu-

lating the total energy E in LDA as a function of cell volume

Ω, and fitting the bulk modulus B0 and its associated pressure

derivative B ′
0 to the Murnaghan equation of state:49

E (Ω) = E0 +
B0Ω

B ′
0

(

(Ω0/Ω)B ′
0

B ′
0 −1

+1

)

−
B0Ω0

B ′
0 −1

. (5)

here E0 and Ω0 are the equilibrium total energy and volume,

B0 and B ′
0 are the bulk modulus at zero pressure, and the pres-

sure derivative of the bulk modulus.

3 Results and Discussion

3.1 Experimental Results
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or any known polymorphs of SnSe. Furthermore, peaks in-

dexed to the parent Pnma structure continue to shift with ad-

dition of more Ba, as would be expected from Vegard’s Law.

The observed deformation is also consistent with the decrease

in density for pellets containing >5 mol% Ba. Work is on-

going to characterize the exact nature of the crystallographic

changes observed in SnSe alloys containing Ba. For the anal-

ysis herein, only samples up to 5 mol% Ba are considered.

Temperature Dependent κ: The thermal conductivity of

SnSe and corresponding alloys are found to decay above room

temperature (Figure 6). Measurements are performed on sam-

ples cut parallel to the pressing axis, for which transport is

expected to be consistent with randomly oriented polycrys-

talline SnSe. We focus primarily on 5 mol% alloys for the

temperature dependent thermal conductivity. Similar results

are expected for other compositions. We observe strong de-

creases in the room temperature thermal conductivity with the

addition of Ba or Sr (∼50% reduction), and modest decreases

with other alloying agents.

To examine the relative influences of point defect, Umk-

lapp, and boundary scattering of phonons, we first examine

the temperature dependent Debye-Callaway model:52,53

κL(T ) =
∫ ωmax

0
Cs(ω,T )νg(ω)2τ(ω,T )dω (6)

where Cs(ω,T ) is the spectral heat capacity. Within the acous-

tic Debye approximation, the phonon group velocity within

the acoustic branches νg(ω) can be approximated as the speed

of sound νs. This sets an upper bound on the acoustic fre-

quency given by:

ωAcoustic =
kΘ

n1/3h̄
(7)

where k is Boltzmann’s Constant, Θ is the Deybe tempera-

ture, n is the number of atoms per primitive cell, and h̄ is the

reduced Planck’s constant.

The longitudinal and transverse speed of sound were mea-

sured for all samples, but differences in the speed of sound as

a function of alloying composition and alloying species could

not be resolved beyond experimental error. As such, we take

the speed of sound to be composition independent at 1560 m/s,

the value obtained from measurements made on pure SnSe.

For additional results, refer to Table S1.

The low velocity optical branches can be treated using the

minimal model for thermal conductivity,5 where τ = π/ω and

vg(ω) is approximated as vs. Within this model, these modes

extend from ω = ωAcoustic to ω = kΘ/h̄. We find that the

minimum optical contribution at high temperature is approxi-

mately 0.2 W m−1 K−1.

The phonon scattering lifetime τ in Equation 6 is the recip-

rocal sum of the individual contributions:

τ−1 = ∑τ−1
i = τ−1

U + τ−1
B + τ−1

PD (8)

Here, we consider Umklapp scattering τU, boundary scattering

τB, and point defect scattering τPD. The Umklapp scattering

term is given as5,54

τU =
(6π2)1/2

2

Mν3
s

kbV 1/3γ2ω2T
(9)

and depends on the compound’s average atomic mass M, vol-

ume per atom V and Grüneisen parameter γ . Boundary scat-

tering of phonons, τB is given by5,55,56

τB =
l

νs

(10)

where l is related to the microstructure. The contribution to

phonon scattering by point defects, τPD is given by5,57,58

τPD = ξ
4πν3

s

V ω4
(11)

where ξ is a defect-specific constant and is related to the mass

and radii contrast between the host and alloying atom.

Within the Debye-Callaway model, the free parameters are

γ , l, and ξ in Equations 9, 10, and 11, respectively. To reveal

the individual contributions to the phonon transport, we begin

by refining γ and l for pure SnSe. Here the impact of point de-

fect scattering is expected to be vanishingly small compared

to alloyed samples, allowing the assumption ξ ≈ 0. Initial

attempts to fit data for pure SnSe yielded curves which exhib-

ited too little dependence on T compared to the experimental

data. To reconcile this, the Umklapp scattering strength was

increased from τU ∝ T−1 to τU ∝ T−1.3. The increased tem-

perature dependence may be due to a softening of the lattice

or increased anharmonicity as the Pnma to Cmcm phase tran-

sition is approached.

We expect the largest change between pure SnSe and the al-

loyed systems stems from the point defect scattering contained

within τPD. The boundary scattering parameter l depends

largely on process parameters, which were not varied between

samples. Additionally, due to the extremely strong Umklapp

scattering in SnSe (Figure S3), changes in the boundary scat-

tering parameter have extremely small effects on the overall

model quality. We do not expect γ to vary significantly in the

dilute regime (5 mol%). As such, we fix l and γ to the values

refined from pure SnSe, taking them as composition indepen-

dent parameters. Samples containing 5 mol% of each element

(Sr, Ba, Ge, S, and Te) were then fit with the point defect scat-

tering term τPD included (ξ 6= 0).

Resulting curves show excellent agreement with experiment

(Figure 6). The success of the Debye-Callaway model in de-

scribing the thermal conductivity of SnSe and the associated

alloys reveals that phonon scattering physics is well described

by Equation 8.
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influence of an impurity atom. In essence, ∆SAD examines the

change in spatial registry of atomic nuclei. However, changes

in atomic positions also imply changes in bond length and

bond strain. Thus, ∆SAD also implicitly contains information

about bond strain. We see a strong positive trend between

∆SAD and Γ ′
s , suggesting that the SAD is well-correlated with

the experimentally observed strain scattering. Sulfur alloying

leads to minimal shifts of atomic position (Figure 8) and like-

wise has a null value for Γ ′
s . In contrast, Ba exhibits major

strain distortions and leads to a large Γ ′
s when the experimen-

tal data is fit.

Figure 10b demonstrates the correlation between the com-

puted bulk modulus B0 and Γ ′
s . Recall that B0 provides an av-

erage measure of the harmonic force constants between bonds.

As the computed value decreases, it implies a strong softening

of bonds in the vicinity of the point defect. In essence, B0

examines the change in the registry of bond force constants.

As with ∆SAD, a strong trend is observed. It should be noted

that the changes in B0 are quite large given the alloy level is

25 mol%.

While bulk modulus only provides information regarding

harmonic behavior, the pressure derivative of the bulk modu-

lus B ′
0 provides an estimate of anharmonicity. Here, B ′

0 is ob-

tained from analyzing the calculated structures using the Mur-

naghan equation of state and associated formalism. ∗ Inspec-

tion of B ′
0 in Table 3 generally suggests the most distorted lat-

tices exhibit the largest changes in B ′
0; however no clear trend

with Γ ′
s emerges. This suggests that anharmonicity changes

are not the dominant trend controlling point defect scattering

in SnSe. Nevertheless, it is interesting to observe that signif-

icant changes in B ′
0 occur in some alloys. These calculations

suggest that there is the potential to additionally control an-

harmonicity via alloying. Such alloys may not require large

mass contrast or strain fields, as their utility would be focused

on increasing Umklapp scattering.

Finally, Figure 10c shows there is a strong positive correla-

tion between the PDF analysis and Γ ′
s . Even though both ∆PDF

and ∆SAD approaches appear to capture the underlying strain

field well, it is worth examining the differences in these two

approaches. Recall that ∆PDF is obtained from a high concen-

tration alloy using a SQS supercell and directly considers the

inter-atomic strain induced by the defects. In contrast, ∆SAD

considers a single defect and directly maps the loss of crys-

talline registry of individual atoms. Other than the differences

in concentrations employed (and associated defect-defect in-

teractions), these differences are fairly subtle as loss of reg-

istry leads to bond strains and vice versa.

Implications and Challenges for Strain Field Design:

∗While B ′
0 is not equivalent to the Grüneisen parameter, the response of the

bulk modulus to an isothermal compression may provide a description of the

underlying anharmonicity of the force constants.

Commonly applied models for the investigation of alloy

scattering (e.g. Abeles) often abstract the concept of strain-

based scattering into a parameter with little physical insight

(ε). While this approach is acceptable for analysis of experi-

mental data, it doesn’t provide the insight required to predict

the effect of various alloying species on thermal conductivity

ab inito. This work has provided new parameters, accessible

through computation, which can guide experimental work to-

wards effective alloys.

As we’ve demonstrated in SnSe, the distortion (strain) fields

which are induced by a isolated defect are extended in nature

and have profound effects on the thermal conductivity. For ex-

ample, in the case of an isolated Ba atom (SAD approach), the

strain field extends across a 1 nm diameter. Furthermore, the

individual atomic displacements are large (approaching 0.5

Å) and the effect on the inter-atomic forces (as considered via

bulk modulus) is significant. Overall, we demonstrate that the

influence of an atomic substitution is much more nuanced and

involved then would be anticipated by the classical description

of a ‘point defect.’

The increased complexity might suggest that the computa-

tional assessment of the effect of point defect scattering on the

lattice thermal conductivity should be challenging. However,

we have demonstrated that the computationally simple metrics

∆SAD, ∆PDF, and B0 correlate well with the experimentally ob-

served strain scattering in SnSe. This is to say, we do not

need to explicitly consider the nuances of structural changes

in the vicinity of the point defects to have computationally ac-

cessible methods of predicting the efficacy of a point defect

on thermal conductivity depression. This opportunity arises

from the broad range of phonons present in a material, each of

which is going to interact differently with a strain field. It is

also interesting to note that consideration of unit cell volume

alone is not predictive of the scattering strength; for example

the significant contraction in unit cell volume experienced by

S or Ge alloys does not lead to strong strain field scattering.

Tuning of thermal conductivity by point defect scatter-

ing carries some inherent advantages over nanostructuring,

which has been thoroughly investigated over the last two

decades.14–20 At the dilute limit, the local strain fields should

be identical around each defect. Thus, the ability to engi-

neer particular types of strain fields is far more controlled

than nanostructuring. Point defects are also attractive due to

their thermodynamic stability. Unlike nanostructuring which

is subject to grain growth and Ostwald Ripening, solubility of

a particular defect generally increases with increasing temper-

ature, lending further stability to the defect. Additionally, by

not disrupting the overall crystallinity, anisotropic materials

can be developed that harness particularly attractive transport

along specific crystallographic directions.

However, lowering the thermal conductivity via point defect

scattering is not without challenges. For example, the induced
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strain fields and corresponding changes in atomic periodicity

may also effect the electronic components of zT . This requires

the identification of point defects whose effect on electronic

transport is either benign or outweighed by the effect on the

thermal conductivity. Additionally, the degree of point defect

integration ultimately depends on the thermodynamic solubil-

ity of the constituent species. The largest strain fields are often

induced by species with low solubility, placing an additional

constraint on the degree to which point defects can be utilized.

In the case of Ba and Sr alloys of SnSe, it may be that the en-

ergetic proximity to the Cmcm phase creates an opportunity

to access higher solubilities than might be expected for such

large strain fields.

3.4 Conclusion

Historically, the point defect scattering strength has followed

from simple considerations such as mass contrast and the pres-

ence of induced strain fields. However, the exact nature of the

strain fields is rarely studied in detail. This work combined

experimental measurements and computational models to cre-

ate three simple, efficient computational metrics for param-

eterizing the strain component of point defect scattering: (i)

the single-atom distortion model (SAD) and associated ∆SAD

to assess the change in atomic registry under the influence of

a single alloying atom, (ii) the bulk modulus B0 to consider

the change in average, harmonic bond force constants in the

alloyed species, and (iii) the pair-distribution function (PDF)

and associated ∆PDF to quantify the changes in bond strain

between alloyed and pure SnSe. We verify our methods us-

ing the model system, SnSe, and associated alloys of S, Te,

Ge, Sr, and Ba. Our work demonstrates that the strength and

extent of the induced strain fields depend heavily on defect

chemistry. Results are consistent with the classical models,

but our computational methods also provide insight into the

underlying scattering physics (i.e. registry loss, bond strain,

anharmonicity, etc), which would normally be attributed to the

poorly defined concepts of ε and the atomic radii. In doing so,

we provide a means to screen alloys and engineer materials

using point defects. The methods presented here are concep-

tually transparent, computationally inexpensive, and chemi-

cally versatile enough to additionally enable the high through-

put evaluation of point defect scattering. This work suggests

that the underlying physics of point defect scattering is richer

than classical models would suggest. By augmenting exist-

ing high throughput searches with the techniques contained

herein, point defect scattering can become a core facet of ma-

terials design and thermoelectric material optimization.
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Table S1 Experimental speed of sound measurements performed on 5 mol% alloys of SnSe show no obvious trends. Errors shown represent

3σ from the mean value. Relatively large experimental error prohibits the significant conclusions from being drawn, particularly with regards

to the effect of alloying species on the speed of sound.

Alloy νshear (m/s) νlong (m/s) νsound (m/s)

SnSe 1330 ± 90 2020 ± 170 1560 ± 210

SnSe0.95S0.05 1250 ± 49 1890 ± 180 1460 ± 190

Sn0.95Ge0.05Se 1290 ± 50 1980 ± 140 1520 ± 160

SnSe0.95Te0.05 1440 ± 75 2290 ± 140 1730 ± 180

Sn0.95Sr0.05Se 1420 ± 22 2280 ± 66 1710 ± 73

Sn0.95Ba0.05Se 1300 ± 21 2030 ± 67 1550 ± 74
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Table S2 Summary of some parameters of interest for all alloys after refinement with the Abeles model. Shown are ε , Γm, and Γs from the

classical Abeles approach, the ratio of strain to mass scattering, and Γ ′
s . Note that ε is composition independent, although all other parameters

are explicitly dependent on composition by definition. The numerical value of ε is provided for transparency, although it is extremely sensitive

to choice of radii and is not a numerically robust quantity. We note that the total and strain field scattering parameters track well with

computational predictions.

Alloy ε Γm Γs Γtot Γs/Γm Γ ′
s

S(1mol%) 0 0.0011 0 0.0011 0 0

S(3mol%) 0 0.0033 0 0.0033 0 0

S(5mol%) 0 0.0055 0 0.0055 0 0

S(7mol%) 0 0.0076 0 0.0076 0 0

S(9mol%) 0 0.0010 0 0.0010 0 0

Ge(1mol%) 14 0.0011 0.0019 0.0030 1.73 0.0013

Ge(3mol%) 14 0.0032 0.0055 0.0087 1.70 0.0038

Ge(5mol%) 14 0.0053 0.0089 0.0142 1.69 0.0063

Ge(7mol%) 14 0.0073 0.0122 0.0195 1.67 0.0087

Ge(9mol%) 14 0.0093 0.0154 0.0247 1.65 0.0110

Te(1mol%) 32 0.0012 0.0023 0.0035 1.92 0.0036

Te(3mol%) 32 0.0035 0.0068 0.0103 1.95 0.0104

Te(5mol%) 32 0.0056 0.0112 0.0168 1.99 0.0168

Te(7mol%) 32 0.0076 0.0154 0.0230 2.02 0.0230

Te(9mol%) 32 0.0095 0.0195 0.0290 2.06 0.0287

Sr(1mol%) 490 0.0005 0.0089 0.0094 18.0 0.0062

Sr(3mol%) 490 0.0015 0.0260 0.0275 17.9 0.0181

Sr(5mol%) 490 0.0024 0.0423 0.0447 17.8 0.0297

Sr(7mol%) 490 0.0033 0.0579 0.0612 17.6 0.0407

Sr(9mol%) 490 0.0042 0.0727 0.0769 17.5 0.0514

Ba(1mol%) 402 0.0002 0.0148 0.0441 84.4 0.0102

Ba(3mol%) 402 0.0005 0.0436 0.0275 84.7 0.0301

Ba(5mol%) 402 0.0008 0.0712 0.0720 85.0 0.0491

Ba(7mol%) 402 0.0011 0.0976 0.0987 85.3 0.0670

Ba(9mol%) 402 0.0014 0.1227 0.1241 85.6 0.0841
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Fig. S4 Distribution of the magnitude of individual atomic displacements from the Single Atom Distortion computational model. Filled

circles denote Sn atoms, empty circles denote Se. The thermal cutoff, marked by the dashed gray line, indicates the threshold where

computational error can no longer be distinguished from meaningful displacement data. This is most evident in the sulfur sample. We expect

that the distortions near the sulfur defect should decay quickly as a function of distance from the defect, as SnS shares the same crystal

structure an SnSe. Computationally, we observe several moderate distortions before the values plateau further from the defect site. We define

the thermal cutoff slightly above the plateau, which is approximately 0.4Å. Similar behavior is observed for Ge and Te. Sr and Ba demonstrate

stronger, more widely distributed defects, but are expected to plateau if a larger supercell is used.

1–21 | 21

Page 21 of 21 Physical Chemistry Chemical Physics


