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Protein-ligand docking using fitness learning-based artificial bee colony with proximity stimuli

Shota Uehara*, Kazuhiro J. Fujimoto* and Shigenori Tanaka*,

Protein-ligand docking is an optimization problem which aims to identify the binding pose of a ligand with the lowest energy in the active site of a target protein. In this study, we employed a novel optimization algorithm called fitness learning-based artificial bee colony with proximity stimuli (F/ABCps) for docking. Simulation results revealed that F/ABCps improved the success rate of docking, compared to four state-of-the-art algorithms. The present results also showed superior docking performance of F/ABCps, in particular for dealing with highly flexible ligands and proteins with a wide and shallow binding pocket.

Introduction

Protein-ligand docking plays an essential role for structure-based drug design (SBDD), which aims to identify the binding structure of a ligand with the high affinity to a target protein using computer simulation. In lead identification, virtual screening based on docking simulation enables us to perform more efficient drug screening than experimental high throughput screening (HTS) in terms of cost and efficiency. Also in lead optimization, successful docking leads to a rational molecular design based on the three-dimensional structure of a target protein and binding ligands. Incorporating SBDD, a number of drugs have been successfully developed.

Protein-ligand docking is regarded as an optimization problem, which identifies the binding pose of a ligand with the lowest energy in an active site of a target protein. Various scoring functions have been developed for an accurate calculation of binding affinity. Energy landscapes of the scoring functions are usually complicated and exhibit rugged funnel shape. Hence, successful docking simulations require an efficient optimization algorithm. Inefficient optimization algorithms often give solutions trapped in some local optimum points of a scoring function, which results in an incorrect binding pose of a ligand and a wrong estimation of the binding affinity. In particular, highly flexible ligands with many rotational bonds are known to be more difficult for the docking simulation, due to their large number of optimization parameters.

Various optimization algorithms have been developed for the protein-ligand docking. Genetic algorithm (GA) based approaches are the most general, which are implemented, e.g., in GOLD and AutoDock. In addition, some variants of particle swarm optimization (PSO) have been developed, such as SODOCK and PSO@AutoDock. It was reported that the PSO based approaches improve the docking accuracy better than GA. Both GA and PSO quickly find the global optimum point for a simple problem, because of their high convergence ability. However, these algorithms potentially have the risk of premature convergence to some local optimum point, in particular for the multi-modal, non-convex or highly multi-dimensional problems. In this meaning, more efficient optimization algorithm is strongly required for protein-ligand docking.

In this study, we attempted to apply a novel optimization algorithm, called fitness learning-based artificial bee colony with proximity stimuli (F/ABCps), to the protein-ligand docking. Artificial bee colony (ABC) algorithm is a simple and powerful optimization algorithm for the multi-dimensional and multi-modal functions, inspired from intelligent behaviors of honey bee swarm. It has been reported that the ABC based algorithms give better results for various optimization problems than the conventional algorithms. F/ABCps is a variant of the ABC algorithm, extending its applicability to more complicated optimization problems like the protein-ligand docking.

The docking performance of F/ABCps was examined in comparison with four state-of-the-arts algorithms: ABC, SODOCK, PSO and LGA. Lamarckian genetic algorithm (LGA) is a variant of GA, which is implemented in AutoDock as a default algorithm. The present results revealed that F/ABCps improved the success rate of the docking compared to the other algorithms, in particular for highly flexible ligands with many optimization parameters. In addition, we analyzed the relationship between the structure of the binding pocket and the energy landscape of the scoring function. This analysis clearly showed that F/ABCps is a
suitable algorithm for dealing with receptor proteins which have a wide and shallow binding pocket.

Methods

Classical artificial bee colony algorithm

The artificial bee colony (ABC) is a swarm based meta-heuristic algorithm proposed by Karaboga et al.\textsuperscript{16} for numerical optimization problems. It was inspired from the intelligent foraging behavior of honey bees. ABC is composed of three kinds of honey bees: employed bees, onlooker bees and scout bees. First, an employed bee is assigned to a particular food source. She carries nectar to the hive and shares information on the nectar amount of the food source with onlooker bees waiting on the hive. Second, an onlooker bee chooses a rich food source, based on the nectar information. If one food source has much nectar amounts, a large number of onlooker bees are assigned to the source. Finally, a scout bee carries out random search for discovering new food sources.

$$\theta_i^f = \left[ \theta_{i1}^f, \theta_{i2}^f, \theta_{i3}^f, \ldots, \theta_{iD}^f \right].$$  \hspace{1cm} (1)

where \( i = 1, 2, \ldots, SN \) is an index of food sources and \( C = 0, 1, \ldots, MCN \) (maximum count number) is a current cycle number. In the beginning of optimization \((C=0)\), each parameter of food sources is initialized with uniformly distributed random numbers restricted to certain ranges. A fitness value for a food source is then calculated as

$$fitness_i = \begin{cases} 1/(1 + f_i) & \text{if } f_i \geq 0 \\ (1 + \text{abs}(f_i)) & \text{if } f_i < 0 \end{cases},$$  \hspace{1cm} (2)

where \( f_i \) is an actual value of scoring function \( F \) to be optimized \((f_i = F(\theta_i^f))\). Since we consider a minimization condition here, a food sources with a lower score of the scoring function have a higher fitness value. After the initialization, ABC performs the optimization process through cycles of three exploration steps by employed bees, onlooker bees and scout bees until the termination criteria are satisfied (Fig. 1).

In the employed bee phase, the employed bees seek a new food source around the assigned food sources, where a new food source is explored in the direction to another food source by perturbing a single optimization parameter as

$$\nu_{ij}^f = \theta_{ij}^f + \phi (\theta_{kj}^f - \theta_{ij}^f).$$  \hspace{1cm} (3)

Here, \( k \in \{1, 2, \ldots, SN\} \) is an index of randomly selected food source except for \( i \). Similarly, \( j \in \{1, 2, \ldots, D\} \) is an index randomly selected from the \( D \)-dimensional parameters. \( \phi \) is a random number in the range of \([-1, 1]\). If a new food source \( \nu_i^f \) has a higher fitness value than the current food source \( \theta_i^f \), an employed bee updates \( \theta_i^f \) to \( \nu_i^f \). After all the employed bees finish exploiting, they go back to the hive and share the information on the food sources (nectar amounts) with the onlooker bees waiting on the hive.

In the onlooker bee phase, the onlooker bees perform a probabilistic selection of food sources for exploiting. A probability of a food source to be selected is calculated with the fitness values, given by

$$p_i = \frac{fitness_i}{\sum_{j=1}^{SN} fitness_j}.$$  \hspace{1cm} (4)

Based on this probability, the onlooker bees perform the roulette wheel selection for the decision of the food source, so that a higher fitness food source is intensively explored by a large number of the onlooker bees. The onlooker bee searches for a new food source around the selected food source using eqn (3), and updates the current food source with the greedy selection in the same way as the employed bee.

In the scout bee phase, a food source which cannot be improved anymore is replaced by a new food source created with random numbers. To find these exhausted food sources, a trial counter \( t_i \) is used at each \( i \)-th food source. If the employed or onlooker bee is unable to improve the previous fitness value of the \( i \)-th food source, \( t_i \) is increased by unity. The trial counter \( t_i \) is reset to zero when the \( i \)-th food source is successfully improved. When \( t_i \) reaches the maximum trial number, \( limit \), the \( i \)-th food source is replaced with random numbers and \( t_i \) is reset to zero. In this way, the scout bees play an important role in keeping the diversity of population.

F/ABCps algorithm

Fitness learning-based ABC with proximity stimuli (F/ABCps) is a variant of ABC proposed by Swagatam et al.\textsuperscript{17} They introduced three vital modifications to the classical ABC,
to achieve the superior performance for real-world optimization problems.

First, an improved positional modification scheme is introduced. This scheme is developed on the basis of the fitness learning mechanism and the directive component towards adjacent food sites. In the classical ABC, the positional modification given by eqn (3) is performed with a randomly selected food source $\theta_k^c$. Alternatively, elite food sources and neighbor food sources are used in F/ABCps for the positional modification, which gives a superior balance of bee’s exploration between global search and local search.

Second, a multi-dimensional perturbation scheme is introduced to the positional modification. As mentioned above, the single parameter perturbation is used in the classical ABC, which sometimes leads to the slow convergence for highly multi-dimensional problems.23 On the other hands, all optimization parameters are updated in PSO and GA, which result in the premature convergence for the complicated problems (i.e., trapped solutions in some local optimum points of scoring function). In F/ABCps, a subset of the $D$-dimensional parameters is randomly selected for the positional modification, based on the Rechenberg’s 1/5th mutation rule24. It helps in efficient convergence of solutions, properly avoiding the premature convergence.

Third, proximity-based stimuli are employed for the food site selection by the onlooker bees. In the classical ABC, the onlooker bees perform the roulette wheel selection of food sources using the probability of eqn (4), which contributes to an intensive exploitation around a high fitness food sources. However, this selection scheme sometimes causes the overcrowding of the onlooker bees at the best-so-far food source, which results in the premature convergence. To circumvent this problem, F/ABCps introduces a weighted probability based on the proximity-based stimuli. Since the weighted probability reflects the locality of the food sources, neighbor food sources around the high fitness food sources get more chances to be selected by the onlooker bees.

The performance of F/ABCps was examined for two real-world optimization problems including numerous local peaks, non-linearity, interdependence and bound constraints.17 As a result, F/ABCps provided the best solutions among nine state-of-the-arts optimization algorithms. A detailed description and pseudo-code of F/ABCps are available in ESI†.

Simulation set-up

The docking performance of F/ABCps was evaluated by comparison with four state-of-the-art algorithms: ABC, SODOCK, PSO and LGA. They were assessed under the identical conditions: (I) these examinations were performed in the framework of AutoDock4, (II) a flexibility of a ligand was described with translation, orientation and conformation, and a protein was treated as a rigid object, (III) 85 complexes in Astex diverse set25 was used for the evaluation of docking performances, (IV) a binding pocket was set with a cubic box $(22.5 \times 22.5 \times 22.5 \text{Å}^3)$ centered at the crystal ligand, (V) the AutoDock energy function† was used for scoring function and (VI) the maximum number of energy evaluations was set to 2,500,000. The parameters for F/ABCps were determined empirically, so that the population number $SN$ and the maximum trial number $limit$ were set to 500 and 200, respectively. Setting parameters for the five algorithms are shown in Table S2 (ESI†).

Results and Discussion

Docking accuracy of F/ABCps

Table 1 shows the results of the docking calculations obtained with F/ABCps, ABC, SODOCK, PSO and LGA for 85 complexes of Astex diverse set. The docking performances were examined in terms of the success rate of the pose prediction and the searching ability of the lowest energy. In addition, 85 complexes in Astex diverse set were divided into three groups according to the number of rotational bonds of ligands, which were used for examining the dependence of the docking accuracy on the number of optimization parameters.

<table>
<thead>
<tr>
<th>N_a</th>
<th>N_c</th>
<th>F/ABCps</th>
<th>ABC</th>
<th>SODOCK</th>
<th>PSO</th>
<th>LGA</th>
<th>F/ABCps</th>
<th>ABC</th>
<th>SODOCK</th>
<th>PSO</th>
<th>LGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–4</td>
<td>25</td>
<td>84.0</td>
<td>84.0</td>
<td>84.0</td>
<td>80.0</td>
<td>84.0</td>
<td>19</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5–7</td>
<td>31</td>
<td>87.1</td>
<td>80.6</td>
<td>83.9</td>
<td>64.5</td>
<td>77.4</td>
<td>23</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8–16</td>
<td>29</td>
<td>89.7</td>
<td>79.3</td>
<td>79.3</td>
<td>44.8</td>
<td>55.2</td>
<td>17</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>85.1</td>
<td>81.2</td>
<td>82.4</td>
<td>62.4</td>
<td>71.8</td>
<td>59</td>
<td>11</td>
<td>7</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1 Docking results by comparison of five algorithms for 85 complexes of Astex diverse set

The success rate of the docking was evaluated with root mean square deviation (RMSD) of the predicted ligand pose from the crystal structure. The simulation results showed that F/ABCps provided the best performance of all the five algorithms with the success rate of 87.1%. In general, the docking for highly flexible ligands is more difficult than that for less flexible ligands, due to their large number of optimization parameters.16 Even for such highly flexible ligands ($N_a = 8–16$), F/ABCps can successfully find the correct binding poses with 89.7%, whereas the other methods lowered their success rates. This result indicated that F/ABCps might be extended to more complicated systems, such as the partially flexible protein docking including side-chain flexibility of proteins26 or the docking under explicit water molecules27.

The present results also showed that F/ABCps gave the best results (i.e., the lowest energy) for the 59 complexes. Assuming that the scoring function can describe the correct binding energy, the lowest energy in the scoring function corresponds to the actual binding affinity between a ligand and a protein. Thus, F/ABCps is found to give more accurate estimations of the binding affinity, compared with the other four algorithms. The classical ABC gave the success rate of 81.2%, which was better than PSO and LGA. Thus, the basic strategy of ABC is superior to that of GA and PSO for the
protein-ligand docking. From these results, F/ABCps is found to be a more suitable algorithm for solving the protein-ligand docking than the conventional algorithms. The detailed results of these simulations are given in Table S3 (ESI†).

Structural analysis of the binding pocket of neprilysin

Next, we analyzed the performance of F/ABCps with respect to the binding pocket structure and the energy landscape of the scoring function. The performance of F/ABCps was compared with LGA which is a major algorithm implemented in AutoDock. For this analysis, we used the crystal structure of neprilysin (pdb id: 1R1H) and its potent inhibitor N-[3-[(1-aminoethyl)hydroxy]phosphoryl]-2-(1,1'-biphenyl-4-ylmethyl)propanoyl]alanine (BIR), because LGA could hardly find the correct binding pose of this ligand. We performed 1000 times of docking calculations with LGA and sampled 1000 different docking poses of the ligand. As a result, two specific clusters named cluster-1 and cluster-2 were found on the basis of the structural similarity of their binding poses (Fig 2A). The population of cluster-1 and cluster-2 totally accounts for 58% of all the sampled poses. The main difference between the two clusters was in the direction of two aromatic rings of the ligand (Fig. 2B).

The 1000 sampled poses were also calculated with F/ABCps, which resulted in the same two clusters as the LGA ones. Fig. 3 shows distributions of cluster-1 and cluster-2 with respect to the RMSD from the crystal structure of the ligand. The distributions obtained with F/ABCps are completely different from those with LGA. In LGA, we found 10% population for cluster-1 and 48% population for cluster-2, whereas 40% population for cluster-1 and 9% population for cluster-2 were observed in F/ABCps. In common, the docking pose with the RMSD less than 2Å is regarded as the successful reproduction of the crystal structure of the ligand. Therefore, the poses of cluster-1 correspond to the crystal structure (see Fig. 4). The lowest binding energies for cluster-1 and cluster-2 were -15.53kcal/mol and -11.97kcal/mol, respectively. These results showed that F/ABCps successfully found the correct binding poses at the global minimum (poses of cluster-1). In contrast, LGA gave the binding poses trapped in the local minimum of the scoring function (poses of cluster-2).

![Fig. 2](Image) (A) Superposition of 1000 sampled poses of BIR. Poses of cluster-1, cluster-2 and the others are shown in green, red and cyan, respectively. (B) Definitions of cluster-1 and cluster-2. White ribbon represents the backbone structure of neprilysin. Green colored pose is a representative structure of cluster-1 where the distance between the center of the aromatic ring of the ligand and VAL692 shown in blue is less than 6.5Å. Red colored pose is a representative structure of cluster-2 where the distance between the center of the aromatic ring of the ligand and GLY645 shown in orange is less than 6.5Å.

![Fig. 3](Image) Distribution of cluster-1 and cluster-2 with respect to the RMSD from the crystal structure of BIR: (A) 1000 docking poses with LGA; (B) 1000 docking poses with F/ABCps. Green and red colored bars refer to cluster-1 and cluster-2, respectively.

Fig. 3 Distribution of cluster-1 and cluster-2 with respect to the RMSD from the crystal structure of BIR: (A) 1000 docking poses with LGA; (B) 1000 docking poses with F/ABCps. Green and red colored bars refer to cluster-1 and cluster-2, respectively.

Regarding the molecular structures, the neprilysin has two specific docking regions in its binding pocket: the wide and shallow region on which the poses of cluster-2 are located, and the narrow and deep region on which the poses of cluster-1 and the crystal ligand are located (Fig. 4). In other words, the narrow and deep region corresponds to the global minimum, and the wide and shallow region corresponds to one of the local minima of the scoring function.

Next, we analyzed the energy landscape of the scoring function around the two clusters. Here, we used the RMSD from the crystal structure for simplicity. Fig. 5 shows the energy distributions of cluster-1 and cluster-2 with respect to the RMSD from the crystal structure. The energy distributions plotted on the RMSD space can approximate the multi-dimensional energy landscape of the scoring function. In addition, the RMSD standard deviations of two clusters can be

![Fig. 4](Image) Molecular structures of the binding pocket of neprilysin and BIR. Blue colored pose is the crystal structure, green colored pose is a representative structure of cluster-1, and red colored pose is a representative structure of cluster-2.
regarded as the widths of the energy wells in the multi-dimensional spaces. Supposing that these distributions refer to the normal distribution, the energy landscape can be approximated by a Gaussian function. If the centers of these energy wells are set to the individual lowest energy structures, these bell curves reflect the shapes of the multi-dimensional energy landscape around cluster-1 and cluster-2. The standard deviations of cluster-1 and cluster-2 from the individual lowest energy structures were 1.8Å and 2.9Å, respectively. Therefore, the poses of cluster-1 were located on the narrow and steep energy well of the global minimum, whereas the poses of cluster-2 were trapped in the wide and gradual energy well of the local minimum. These results can be interpreted as follows. The nephrilysin has the wide and shallow region in its binding pocket on which the poses of cluster-2 are located. Around this region, the scoring function gives the wide and gradual energy well of the local minimum. The conventional algorithms, including GA and PSO, usually show the high convergence ability for simple problems. However, they often give solutions trapped in some local minima, when dealing with multi-modal and multi-dimensional problems. Also in our simulation results, most of the LGA calculations gave the binding poses trapped in the local minimum (cluster-2). In contrast, F/ABCps successfully found the correct binding poses existing in the global minimum (cluster-1), properly avoiding such a local minimum. Some kinds of proteins which have a wide and shallow binding pocket were supposed to provide a challenging task for \textit{in silico} docking. This is because such kinds of proteins usually contain a large number of local minima on their energy landscape of the scoring function. F/ABCps would be a suitable algorithm for such proteins with these features as kinases.

![Fig. 5](image)

**Fig. 5** Scatter plots of the binding energies of cluster-1 and cluster-2 with respect to the RMSD from the crystal structure. Poses of cluster-1 are shown by green circles and those for cluster-2 are shown by red crosses. Solid lines in the individual clusters show Gaussian distributions of the RMSD from the pose with the lowest energy; standard deviation of cluster-1 is 1.8Å and that of cluster-2 is 2.9Å.

The scoring (objective) functions for protein-ligand docking are generally constructed by summation of interatomic potentials between all pairs of protein and ligand atoms. Eventually, these functions with numerous terms describe non-convex and multi-modal solution space, even if the pairwise interatomic potentials are simple convex functions. These kinds of objective functions are often used for optimization problems of molecular sciences in which any interatomic potentials are calculated. Nature-inspired metaheuristic optimization algorithms are then developed to solve such kinds of problems with non-convex or multi-modal functions that are not amenable to the approach via differentiations as in the steepest descent method. F/ABCps is one of the most robust optimization algorithms for the problems containing a number of local minima and/or highly multi-dimensional solution space.

**Conclusions**

In this work, we introduced a novel optimization algorithm F/ABCps for the protein-ligand docking. The performance of F/ABCps was assessed in comparison with the four state-of-the-art docking simulations. Simulation results revealed that F/ABCps gave significantly accurate docking poses of the ligands, compared with the other four algorithms. The results also showed that F/ABCps provided the best performance for the highly flexible ligands with many optimization parameters. In addition, we analyzed the simulation results in terms of the energy landscape of the scoring function and the shape of the binding pocket of the receptor protein. Some kinds of proteins were supposed to be a challenging task for the docking, because they usually possess a large number of wide and gradual energy wells corresponding to the local minima in the scoring function. For these proteins, the conventional optimization algorithms can hardly find the correct binding pose of ligand. In contrast, F/ABCps successfully find the correct binding poses, properly avoiding such local minima. Consequently, F/ABCps would become an useful algorithm for more complicated optimization problems concerning \textit{in silico} drug discovery.
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