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Abstract 

The two resting forms of the active site of [NiFe] hydrogenase, Ni-A and Ni-B, have significantly 
different activation kinetics, but reveal nearly identical spectroscopic features which suggest the 
two states exhibit subtle structural differences. Previous studies have indicated that the states 
differ by the identity of the bridging ligand between Ni and Fe; proposals include OH−, OOH−, 
H2O, O2−, accompanied by modified cysteine residues. In this study, we use single crystal 
ENDOR spectroscopy and quantum chemical calculations within the framework of density 
functional theory (DFT) to calculate vibrational frequencies, 1H and 17O hyperfine coupling 
constants and g values with the aim to compare these data to experimental results obtained by 
crystallography, FTIR and EPR/ENDOR spectroscopy. We find that the Ni-A and Ni-B states are 
constitutional isomers that differ in their fine structural details. Calculated vibrational frequencies 
for the cyano and carbonyl ligands and 1H and 17O hyperfine coupling constants indicate that the 
bridging ligand in both Ni-A and Ni-B is indeed an OH− ligand. The difference in the isotropic 
hyperfine coupling constants of the β-CH2 protons of Cys-549 is sensitive to the orientation of 
Cys-549; a difference of 0.5 MHz is observed experimentally for Ni-A and 1.9 MHz for Ni-B, 
which results from a rotation of 7 degrees about the Cα-Cβ-Sγ-Ni dihedral angle. Likewise, the 
difference of the intermediate g value is correlated with a rotation of Cys-546 of about 10 
degrees.  
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Introduction 

In recent years the pursuit for new, sustainable solutions for energy storage has become a focal 
point of scientific research and development. A vast area of chemical research is dedicated to 
developing catalysts that mimic enzymes for small molecule activation.1 Often, the most efficient 
mechanisms for catalyzing important chemical reactions such as the reduction of protons to 
molecular hydrogen, the splitting of water, and the reduction of carbon dioxide can be found in 
nature. These natural catalysts typically are proteins with metal atoms in their active sites which 
have evolved over millions of years to efficiently catalyze these otherwise difficult chemical 
processes.  

Hydrogenases comprise an important class of metalloenzymes that are found in a variety of 
bacteria and archaea, which catalyze the reversible heterolytic oxidation of molecular hydrogen; 
H2 ⇌ H+ + H− ⇌ 2H+ + 2e−. Three classes of hydrogenases are known that are categorized by the 
metal content of the active site; [Fe], [FeFe], and [NiFe].2, 3 The class of [NiFe] hydrogenases is 
the most common class. Heterolytic cleavage of molecular hydrogen is no small feat, since it 
takes significantly more energy than homolytic cleavage owing to the energy required for 
separating the charges. Understanding the mechanism behind this important chemical reaction 
would contribute greatly to the continued pursuit of the use of hydrogen as a clean fuel and the 
development of efficient biomimetic catalysts.4-6 

The [NiFe] hydrogenase has several oxidized forms and two resting states that are referred to as 
the Ni-A and Ni-B states, in which the valence state of nickel and iron are formally 3+ and 2+, 
respectively.7 The Ni-A state has significantly slower activation kinetics than the Ni-B state.8 
Upon one electron reduction the Ni-A state converts to the Ni-SU state (EPR silent, unready), 
while the Ni-B state proceeds to the Ni-SIr state (EPR silent, ready). Interestingly, the Ni-SU 
state can convert into the Ni-SIr state which in turn converts into the active component of the 
catalytic cycle (Scheme 1).9-12 The Ni-A state is of particular interest for investigation due to its 
low activation kinetics.8 Understanding the structural differences between the two resting forms 
would give valuable insight into the catalytic cycle and the oxygen sensitivity of the enzyme and 
has been a topic of ongoing investigation. Two major challenges in establishing the structural 
origin of the different activation kinetics exist. First, the Ni-A and Ni-B states are 
spectroscopically extremely similar.13 Secondly, pioneering work by van Schooneveld and 
DeBeer has recently shown that the oxidized samples are prone to damage owing to 
photoreduction inherent to the high intensity of the employed X-ray beam, which may lead to 
creation of reduced or otherwise damaged species, accompanied by superpositions of structures 
in the diffraction data.14 
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Scheme 1. (Left) Schematic structure of the active site and (right) the catalytic cycle of [NiFe] 
hydrogenase.11 The dotted arrow connecting Ni-SU to Ni-SIr represents the slowest step, 
associated with the largest time constant.10, 15 The bridging ligand “X” is a hydroxide for Ni-B16 
and a hydride for Ni-C,17 for Ni-A its identity is still under debate. 

The heterobimetallic active site of [NiFe] hydrogenase has a unique geometry. The nickel and 
iron atom are bridged by two cysteine residues and one bridging ligand that contains oxygen (in 
the oxidized state).18 The iron is additionally coordinated by two cyano groups and one carbonyl 
group, while the nickel atom is terminally coordinated by two cysteine residues.19 Previously, 
crystallographic data suggested that the Fe-coordinated ligands differ between the Ni-A and Ni-B 
states,18 however FTIR spectroscopy clearly identifies the ligands to iron as two cyano ligands 
and one carbonyl ligand.20-22 The identity of the bridging ligand in the Ni-B state has been 
confirmed to be a hydroxide,23 while it remains under discussion in the Ni-A state. Previous 
studies have proposed that the bridging ligand in the Ni-A state could be a hydroxide,24-27 
hydroperoxide,18, 28 or oxo ligand.29 Many theoretical studies have been conducted in an effort to 
elucidate the structural differences between the Ni-A and Ni-B states.9, 24, 27, 29-38 Most notably Li 
and Hall in 2001 performed calculations on multiple model structures for the Ni-A state and 
found that a hydroxide bridge is most likely, albeit with a reduced, protonated thiolate.24 Recent 
work by Pardo et al27 predicted a sulfenated cysteine as well as a hydroperoxo bridging ligand, 
following previous suggestions by Volbeda et al.28 The latest crystal structure determination by 
Volbeda et al,39 however, contains an oxygenated thiolate, S=O and a hydroxide bridge. A 
misconception is that O2 is required for formation of Ni-A; Albracht et al have shown that 
oxidation with molecular oxygen exclusively gives rise to the Ni-B state within 158 ms.22 
Additionally, O2 is a triplet state, and the presence of an intact O2 molecule near the active site 
would completely alter the EPR spectrum. It is thus clear that agreement amongst the scientific 
community as to the composition of the Ni-A state has so far still not been achieved.  

The three most accessible spectroscopic parameters that can be used to investigate the active sites 
of the Ni-A and Ni-B states are the vibrational frequencies (by FITR spectroscopy),40 the g-tensor 
(by EPR spectroscopy),7 and the isotropic hyperfine coupling constants (by ENDOR 
spectroscopy).23 Alone, neither of them provides conclusive hints as to the structural differences 
of Ni-A and Ni-B. However, taken together and complemented with quantum chemical 
calculations, these spectroscopic parameters can be used to critically verify whether or not 
structural models for the Ni-A state, mainly from X-ray crystallography, are in agreement with 
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the spectroscopy. 

The goal of this study is to investigate the structural differences between the Ni-B and Ni-A 
oxidation states of [NiFe] hydrogenases. We employ quantum chemical calculations and single-
crystal ENDOR spectroscopy to achieve this goal. The latter spectroscopy is used in order to 
obtain a complete data set of experimental hyperfine coupling constants of protons at the active 
site. The initial structures of the models for the active site used in the calculations are based on 
recent and older structural proposals based on experiments using X-ray crystallography. 

Methodology 

All calculations were performed using the ORCA quantum chemistry software package (Version 
3.1).41 Frequency calculations for all models were carried out following the geometry 
optimizations using the BP8642, 43 functional in conjunction with the RI-J approximation and 
dispersion correction (D3BJ).44, 45 Single point EPR calculations were performed with the B3LYP 
functional46 and the RI-JCOSX47 approximation.  

Small Models 

 

Figure 1. (left) Small OHα model; (right) first coordination sphere of the S=O OHα model used 
for the structure by Volbeda et al.39 Color coding: hydrogen – white; carbon – grey; oxygen – 
red; sulfur – yellow; iron – orange; nickel – green. 

Small models have been constructed based on the crystal structure of D. vulgaris Miyazaki F 
hydrogenase.18 Based on the identity of the bridging ligand, the models are named OHα, OHβ 
(hydroxide bridge in two possible conformations), H2O (bridging water), O2− (bridging oxo) and 
S=O OHα after the latest structure by Volbeda et al.39 The representative small OHα model is 
shown schematically in Figure 1. The cartesian coordinates are provided as supporting 
information. 
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The zeroth order relative approximation (ZORA) was included in all calculations.48, 49 Solvent 
effects were not taken into account for the small models. Geometry optimization and frequency 
calculations were performed using the Def2-TZVP50, 51 basis set for the Ni, Fe and S atoms, and 
the Def2-SVP basis set51 for all other atoms. 

 

Large models 

 

Figure 2. Large OHα model for the active site. Thirteen carbon atoms (*) have been constrained 
during geometry optimization. 

Large models of the active site were used that include the second and third coordination sphere of 
the protein using a procedure described earlier.11 These models include nearby side chains that 
stabilize the active site, in particular the hydrogen bonding network to the diatomic ligands at 
iron. Geometry optimization and vibrational analysis were performed using the zero-order-
relative approximation with the Def2-TZVP basis set51 for the Ni, Fe, S, the CN and CO ligands, 
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as well as the bridging ligand. The Def2-SVP basis set51 was used for all other atoms. For the 
single-point EPR calculations, the basis sets of Ni, Fe and S were enlarged to Def2-TZVPP.51 
Geometry constraints were imposed on 13 carbon atoms in the outer sphere of the models to 
inhibit the movements and rotations of complete side chains in order to reflect a more realistic 
protein environment (Figure 2). As a result of the geometry constraints on the system, imaginary 
vibrational frequencies resulting from the Hessian not being completely positive-definite were 
observed in all calculations. The largest imaginary frequency occurred at −55 cm−1 indicating that 
the geometry constraints impose only very minor strain on the active site. All calculations on the 
large models were performed with COSMO (conductor-like screening model)52 to include 
solvation effects on the system by surrounding the system with a dielectric constant, ε, of 4.0.53, 54 
The ligand fields at nickel and iron are square pyramidal and octahedral. 

Single crystal ENDOR experiments of Ni-A 

Single crystal ENDOR experiments have been performed and analyzed as described previously.23 
The hydrogenase was purified and the Ni-A state was prepared by the same methods as used in 
crystallographic studies in 2005, by addition of Na2S.18 

Results and Discussion 

The Ni-A and Ni-B states are spectroscopically very similar. Besides the different activation 
kinetics (the activation time constant amounts to several tens of seconds for Ni-B and longer than 
10 minutes for Ni-A)15 and different gy values, 2.24 for Ni-A and 2.16 for Ni-B, all other 
spectroscopic characteristics are nearly identical. This strongly indicates that the structural 
differences between Ni-A and Ni-B near the active site, wherein most spectroscopies are 
sensitive, must be very small. Therefore, the results section is divided in such a way that 
spectroscopies that give the same fingerprint for Ni-A and Ni-B are only briefly considered, 
whereas those that lead to significant and interpretable differences between Ni-A and Ni-B are 
more elaborately analyzed. 

Vibrational Spectroscopy and comparison with crystal structures 

The [NiFe] hydrogenase from D. vulgaris Miyazaki F has been extensively studied by FTIR 
spectroscopy.13, 40, 55-58 Interestingly, within the family of [NiFe] hydrogenases, the characteristic 
CO and CN− stretching bands differ by 5-10 cm−1 wavenumbers. These differences have not been 
carefully examined in detail yet, but are presumably the result of small changes in the primary 
structure of the proteins which modulate the tertiary structure and the strength of the hydrogen 
bonds to the CN− ligands. Additionally, the stretching frequencies for the Ni-A and Ni-B states 
are essentially identical, pointing to very similar if not identical structural compositions of the 
active site near the Fe. Initial reports by Hall et al provided insight into the structure of the active 
site in most oxidation states.27, 34 The Ni-A and Ni-B states were tentatively assigned as a Ni(III)-
Fe(II) µ-oxo and Ni(III)-Fe(II) µ-hydroxo species.34 The employed models at that time, however, 
did not include elements of the hydrogen bonding network around the cyanide ligands, so 
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accurate calculations of the stretching frequencies of the CO and CN− ligands remained a 
challenge. Subsequent experiments, in particular by X-ray crystallography, brought up the 
discussion again of the Ni-A state with varying reports of a µ-hydroperoxo species28 or µ-
hydroxo species24, 25 and moreover one, and in some experiments even two additional oxygen 
atoms attached to the cysteine residues.28 The most recent crystal structure suggests that such an 
S=O fragment bridges the nickel and iron atom such that a bimetallic cyclopentanyl ring structure 
(~S-O-Ni-S-Fe~) exists.39 With such a wide variety of differing proposed crystal structures, we 
were compelled to systematically reinvestigate the structural propositions, by additionally 
including as much experimental information as possible from spectroscopy. This concerns for 
example the stretching frequencies of the CN− and CO bands in the FTIR spectrum.13, 40, 59 The 
underlying idea is simply that a structural model verified by multiple methods is more reliable 
than a model proposed by only one method. 

Initial small model geometries have been employed that are comprised of cysteine residues 
modeled as ethylthiolates, a bridging ligand of varying identity, the CO and two CN− ligands 
coordinated to iron and nickel. In one additional calculation, the bridging Cys-84 has been 
changed to include an S=O group with S bound to Fe and O bound to Ni, according to the latest 
crystal structure. The calculated as well as the experimentally observed frequencies for Ni-A and 
Ni-B for D. vulgaris Miyazaki F hydrogenase are included in Table 1. As becomes clear from the 
table, none of the calculated frequencies correspond well to the experimentally observed 
frequencies. This is to be expected especially for the two CN− stretching frequencies, as the 
hydrogen bonding network present in the protein is not included in the small models. Still, a 
number of interesting observations can be made; 1) The di-anionic oxo bridging ligand gives rise 
to significantly different stretching frequencies than the mono-anionic ligands. 2) The geometry 
optimization of the molecule with the hydroperoxo bridge, previously thought to be a prime 
candidate for Ni-A,28 while at the same time based on its very unusual ligand field at nickel 
deemed unlikely by one of the present authors,25 indeed leads to a complete reorientation of the 
OOH− moiety to such large extent that the position of the distal oxygen atom becomes 
incompatible with the crystal structure where the hydroperoxo ligand was proposed. 3) Geometry 
optimization of the structure with the neutral H2O ligand leads to dissociation of water from the 
iron atom. The trend for the CO stretching frequencies is that the neutral H2O gives rise to the 
largest CO frequency (1961 cm−1), the monoanionic bridging ligands to intermediate values 
(1904-1911 cm−1), and the di-anionic oxo to the lowest CO frequency of (1836 cm−1), indicating 
that the CO stretching frequency is sensitive to the charge at iron. 4) Geometry optimization of 
the latest crystal structure featuring the bimetallic cyclopentane ring gives rise to much smaller 
deviations from the crystal structure than for the proposed hydroperoxo structure. The inclusion 
of Cys-84 with an S=O fragment according to the latest structural proposal by Volbeda et al39, as 
represented by the S=O, OHα model, apparently does not affect the stretching frequencies as 
compared to the models OHα and OHβ. 
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Table 1. Experimental and calculated CO and CN stretching frequencies [cm−1] for small and 
large Ni-A models containing different bridging ligands. 

 CO CNantisym CNsym 
Experimental 

Ni-Aa 1956 2085 2094 
Ni-Ba 1954 2081 2090 
Ni-Ab 1947 2085 2095 
Ni-Bb 1946 2080 2090 

Calculated 
Small Models 

OHα
 
 1905 2073 2088 

OHβ 1904 2074 2087 
H2O 1961 2079 2089 
O2− 1836 2044 2058 

OOH− 1911 2084 2094 
S=O, OHα

c 1907 2079 2096 
Large Models 

OHα 1924 2060 2081 
OH 

β 1924 2056 2086 
H2O 1968 2065 2088 
O2− 1896 2024 2053 

OOH− 1929 2055 2095 
S=O, OHα

c 1928 2068 2093 
a Experimental data for D. vulgaris Miyazaki F13 
b Experimental data for D. desulfuricans hydrogenase.39 
c Model based on the latest crystal structure.39 

With this insight, we proceed to examine the larger models that include the hydrogen bonding 
network. Upon comparing tables 1 and 2, it becomes clear that the frequencies have 
systematically become lower by approximately 25 cm−1. Based on the calculated CO stretching 
frequency, and taken into account that calculated metal-carbonyl stretching frequencies 
systematically underestimate the experimental frequency by approximately 28 cm−1,60, 61 the only 
feasible models are those with a mono-anionic bridging ligand. Thus, the three models that are 
comparable to experimental data are those with an OH− or OOH− ligand and the model based on 
the Volbeda structure (S=O, OHα).39 The models with the aquo or oxo bridge do not give rise to 
stretching frequencies compatible with experiment. 

Concerning bond distances, in the latest crystal structure by Volbeda et al, the NiFe distance is 
reported to be 3.09 Å and the oxygen of the S=O fragment of Cys-84 coordinates to nickel and 
the sulfur to iron, thus giving rise to an S3O2 first coordination sphere of nickel. Calculations 
using constrained geometry optimization with the crystal structure as a starting structure increase 
this distance to 3.13 Å. This contrasts considerably with earlier structure determinations of Ni-A 
without a µ-per(sulf)oxo bridging motif of Cys-84 in which the distance was typically 2.80 Å.18 
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Constrained geometry optimization of both structures OHα and OHβ indeed give a NiFe distance 
of 2.83 Å. Unfortunately, EXAFS data are at present not conclusive on the atomistic composition 
of the direct coordination, as well as on the Ni-Fe distance; the only work reported is by 
Bagyinka et al. who deduced that the nickel center may be coordinated by 3(±1) oxygen or 
nitrogen atoms and 2(±1) sulfur atom, seemingly in disagreement with many proposed models.62 
They also observed a negligible shift of the Ni K-edge upon reduction, thus concluding that no 
redox activity of the nickel atom could be discerned from the EXAFS data.62 

Other modified model geometries have been considered in addition to those reported in Table 1, 
e.g., one with a neutral arginine, one with a terminal instead of a bridging OH− ligand or even one 
with a protonated cysteine. All these rather unlikely models indeed give rise to large changes in 
the geometry optimization and/or CO and CN− vibrational frequencies up to 50 cm−1 away from 
the experimental values. In summary, the combined analysis of the calculated and experimental 
FTIR spectra, as well as critical comparison with the available crystal structures and EXAFS 
data, in particular with respect to the NiFe distance and the first coordination sphere of nickel, an 
S4O coordination as in models OHα and OHβ seems to provide best agreement with experimental 
data. Therefore, these model structures, as well as the latest structure by Volbeda et al,39 although 
the latter seems to be not compatible with EXAFS data, will be considered in the following 
sections. 

Hyperfine coupling constants of Ni-A and Ni-B 

Table 2. Calculated and experimental 1H isotropic hyperfine coupling constants [MHz] of the β 
protons of Cys 549 and bridging hydroxide. 

 OH− Cys-549 Hβ1 Cys-549 Hβ2 |Hβ1-Hβ2| 
Experimental 

Ni-Aa 2.6 11.0 11.5 0.5 
Ni-Bb −3.9 13.1 11.2 1.9 

Calculated 
OHα

 
 −1.6 9.9 12.4 2.5 

OHβ
 
 1.1 10.0 12.3 2.3 

S=O, OHα 0.7 8.2 11.6 3.4 
H2O  2.9 −4.4 7.3 
O2−  6.3 12.3 6.0 

a Experimental data from this work 
b Experimental data from reference 16 
 

Additional experimental information is available for the Ni-A and Ni-B states from ENDOR 
spectroscopy. With ENDOR spectroscopy, in particular on paramagnetic centers in single crystal, 
sensitive information can be obtained about the spin density distribution. Single crystal ENDOR 
spectroscopy for the Ni-B state for example allowed for the determination of the full hyperfine 
tensor of the β-CH2 protons of Cys-549 as well as that for the proton of the bridging OH− ligand 
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(isotropic coupling constants are included in table 2).23 For Ni-A, 17O ENDOR spectroscopy has 
unequivocally proven the presence of an oxygen-based bridging ligand.63 From these isotope-
exchange experiments, it became clear that the bridging ligand is not in contact with the solvent, 
and isotope exchange only occurred upon reduction and re-oxidation.63 A full 1H single crystal 
ENDOR study on a Ni-A crystal in H2O and one which has been reduced and re-oxidized to Ni-A 
in D2O prior to crystallization has been performed and is reported upon in this work. Indeed 
single crystal ENDOR spectra reveal the presence of an exchangeable proton (Figure 3, top), but 
with a different isotropic hyperfine coupling constant. The full field-frequency plots are shown in 
Figure 3. Analysis of the data reveals three hyperfine coupling constants. Hyperfine tensors A1 
and A2 (Figure 3, middle and bottom) could be determined fully and belong to the β-CH2 protons 
of Cys-549. The hyperfine tensor A3 of the exchangeable (i.e. upon reduction and re-oxidation, 
dashed line in Figure 3(top)) proton could unfortunately not be fully determined owing to the fact 
that the anisotropy of this signal causes it to overlap with those of weakly coupled protons over a 
wide range of angles. Nevertheless, analysis reveals that the isotropic coupling constant has to be 
positive (included in Table 2) and it is furthermore clear that the proton A3 displays a different 
angular dependence than that observed for the proton of the OH− bridge in a single crystal 
ENDOR study of the Ni-B state.13, 23 For the β-CH2 protons of Cys-549 in the Ni-A state, the full 
tensors are given in Table 3. 
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Figure 3. (Top) Single crystal ENDOR spectra of D. vulgaris Miyazaki F hydrogenase in the Ni-
A state in H2O and in D2O after one reduction-reoxidation cycle, reproduced from reference 13. 
(Middle) Orientation dependence with the long axis of the crystal in a vertical position of the two 
pronounced hyperfine signals A1 and A2 that correspond to the β-CH2 protons of Cys-549 (A1, 
A2). (Bottom) Ibid. with the long axis of the crystal in a horizontal position. 
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Table 3. Experimental hyperfine coupling constants [MHz] and direction cosines of the signals 
A1 and A2 with respect to the crystallographic-axes (a, b, c) as observed in the ENDOR spectra 
of D. vulgaris Miyazaki F hydrogenase in the Ni-A state. 

 Principal values Direction cosines 
    lai lbi lci 

A1  aiso 11.0    
Ax 8.6 A′x −2.4 −0.164 0.881 0.444 
Ay 14.7 A′y 3.7 0.324 −0.378 0.868 
Az 7.9 A′z −1.3 0.932 0.286 −0.223 
A2  aiso 11.5    
Ax 10.0 A′x −1.5 −0.113 0.919 0.378 
Ay 13.8 A′y 2.3 −0.131 0.364 −0.922 
Az 10.8 A′z −0.7 −0.985 −0.153 0.079 

 

With accurate hyperfine couplings A1 and A2 available for both Ni-A and Ni-B, we now venture 
to investigate these numbers. In particular, the difference of the isotropic hyperfine coupling 
constants of the two β-CH2 protons of Cys-549 amounts to 1.9 MHz for the Ni-B state and 0.5 
MHz for the Ni-A state, possibly pointing to a reorientation of the Cys-549 fragment. Therefore, 
a series of calculations was performed, in which Cys-549 was manually rotated by changing the 
Cα-Cβ-Sγ-Ni dihedral angle. The results are shown in Figure 4. From the figure, it becomes clear 
that the difference in the isotropic hyperfine coupling constants of Hβ1 and Hβ2 is a sensitive 
parameter for the orientation of Cys-549. A difference of 0.5 MHz as observed experimentally 
for Ni-A is easily obtained by rotation of the dihedral angle by −4 degrees. Similarly, a difference 
of 1.9 MHz as observed for Ni-B (cf. Table 2) is obtained at a dihedral angle of +3 degrees, thus 
indicating that Cys-549 is oriented differently in Ni-A and Ni-B with respect to the Cα-Cβ-Sγ-Ni 
dihedral angle by about 7 degrees. The rotation is essentially barrierless over a range of ±10 
degrees and the electronic energies differ by maximal 0.07 kcal/mol. 

 

 

Page 12 of 20Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



13 
 

-10 -5 0 5 10
6

8

10

12

14
 Cys-549 Hβ1

 Cys-549 Hβ2

 

 

a
is

o
 [
M

H
z
]

Cα-Cβ-Sγ-Ni [deg]  

Figure 4. Linear correlation of 1H isotropic hyperfine coupling constants obtained by manually 
changing the Cys-549 Cα-Cβ-Sγ-Ni dihedral angle in the OHα

 model. An angle of zero 
corresponds to the equilibrium position of the fragment in the constrained geometry optimization. 

Additional experimental information is available from the 17O hyperfine tensors. Experimentally, 
17O ENDOR signals have been measured by Carepo et al for the Ni-A state of D. gigas 
hydrogenase and amount to [5, 9, 20] MHz, leading to an isotropic coupling of 11 MHz.63 
Moreover, orientation-selected 17O ENDOR spectra presented by Carepo et al indicate that the 
smallest of these components (5 MHz) is attained at an effective g value in between the largest g 
value (gx = 2.32) and the intermediate g value (gy = 2.24).63 Calculated hyperfine coupling 
constants (spin contamination is negligible as seen from the computed expectation value of S2 of 
0.78) are included in Table 4. Note that 17O has a negative nuclear g value and that the absolute 
sign in the experiment cannot be determined. Upon comparison of the absolute values of the 
numbers in Table 4, it immediately becomes clear that both nickel-coordinated 17O atoms in the 
new Volbeda structure give rise to coupling constants that mismatch the experiment by up to a 
factor of 3. In particular, the isotropic 17O hyperfine coupling constants are calculated to be too 
large. For the OHα and OHβ structures, experiment and theory are in better agreement. 

Table 4. Experimental and calculated 17O hyperfine coupling constants [MHz] of the bridging 
ligand and of the oxygenated Cysteine in the crystal structure (S=O, OHα) by Volbeda et al.39 

 Ax Ay Az 
Experimental   

Ni-Aa 5 9 20 
Calculated 

17OHα −2 −4 −13 
17OHβ −6 −8 −15 

S=O, 17OHα
39 −18 −19 −30 

S=17O, OHα
39 −11 −12 −17 

a Experimental data from reference 63. 
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g values 

The most notable spectroscopic difference between the Ni-A and the Ni-B states is found in their 
g values; this particularly concerns the intermediate g value (gy) that typically amounts to 2.24 for 
Ni-A and 2.16 for Ni-B. Of particular difficulty for the interpretation of this difference is the fact 
that the most commonly used DFT method64 has limited accuracy and systematically 
underestimates the largest g shift by up to 30%. Of greater concern is that this method is also 
known to occasionally give rise to even larger differences of more than 100%, for example for 
the small molecule TiF3.

64 The main inaccuracy of the method has been traced to the 
overestimation of excitation energies, which is a well-known deficiency of the TD-DFT method 
as well.65 The overestimation of excitation energies leads to an underestimation of the calculated 
g values that, according to equation 1, are a second order property, for which knowledge of the 
ground state wave function, the excited state wave function and the excitation energies are in 
principle needed for computation. 

�� �1 0 00 1 00 0 1� + 2∑ ∑ ��
|��|������|����|�
��� ��

�������        (1) 

In this already largely simplified equation, �� represents the singly occupied molecular orbital of 
the ground state in a single-reference formalism and the index k runs over electronic excited 
states. The index A runs over all nuclei, �� and �� are state energies of the ground state and the 
k-th excited state. The parameter �� is the 1-electron spin-orbit-coupling constant of the A-th 
nucleus and �� is the one-electron orbital angular momentum operator for the A-th nucleus.66 

Thus we initially undertake an exploratory investigation that focuses on the possible differences 
between Ni-A and Ni-B that are relevant for the intermediate g value: first, we focus on the 
singly-occupied molecular orbital of the ground state, ��. This orbital has been investigated by 
making use of ENDOR spectroscopy. Interestingly, the ENDOR spectra of the Ni-A and Ni-B 
states are extremely similar. This is particularly valid for the hyperfine coupling constants of the 
β-CH2 of Cys-549 protons. Their difference has been rationalized by a small change of 7 degrees 
of the Cα-Cβ-Sγ-Ni dihedral angle of this cysteine residue in the previous section. The nearly 
identical ENDOR spectra moreover indicate that the bulk spin density at nickel and Sγ(Cys-549), 
are the same for Ni-A and Ni-B. The singly occupied natural orbital, ��, of the OHα model is 
given pictorially in Figure 5. The orbital composition is such that 80% of the spin is located at 
nickel and 24% at Sγ(Cys-549). Thus, for �� , these atoms account for essentially all spin 
population, where the other atoms carry very small amounts of negative spin population such that 
the total spin population equals 100% (See Table S2). In turn, according to equation 1, these are 
the only two atoms whose spin population may contribute to the g values. 
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Figure 5. Singly occupied natural orbital ��  for the OHα model. The composition is as 

following: the  !" at nickel and 3$! orbital at Sγ(Cys-549) contains to 80% and 24% of the spin, 

respectively. The σ* interaction between the  !" orbital at nickel and the 3$! orbital at Sγ(Cys-
549) is clearly visible. The second coordination sphere has been omitted for clarity. 

Next, we focus on the excited states. According to equation 1, the first excited state relevant for 
the intermediate g value, gy, would be the one where the singly occupied orbital would have  %! 
character. This orbital, which is doubly occupied in the ground state, is shown in Figure 6. 
Particularly striking about this orbital is the observation that the  %!  orbital is involved in a 
covalent π* interaction with the 3pz orbital of Sγ(Cys-546), which carries the largest spin 
population. A second excited state involving a complementary bonding orbital to the one shown 
in figure 6 is also relevant. This gives rise to the idea that it may be conceivable that a small 
angular rotation near Cys-546, similar to the one at Cys-549, may destabilize the dxz orbital and 
significantly affect the covalency of this π* interaction, and conversely the π interaction in the 
lower-lying bonding orbital with dxz character. If the dxz orbital is destabilized, the π* orbital in 
Figure 6 would obtain more dxz character, whereas the complementary and lower-lying π would 
get more sulfur character. This in turn may shift the density related to the dxz orbital from a 
lower-lying to a higher-lying molecular orbital, and according to equation 1, this would increase 
the gy value. We note that a change in the bonding and anti-bonding orbitals with  %! character 
would not affect the ENDOR spectrum, since the ENDOR spectrum is determined by hyperfine 
interactions, which are first order properties that depend only on �� (cf. Figure 5)! As such, a 
rotation near Cys-546 would be completely in line with experimental data. Thus, the idea comes 
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up that the different gy values of Ni-A and Ni-B may not be related to differences in the SOMO, ��, at all, but rather to differences in the orbitals with  %! character. The invariance of �� would 
then explain why the ENDOR spectra of Ni-A and Ni-B are essentially identical as demonstrated 
by our ENDOR data (vide infra), while the g values are not. 

 

Figure 6. Doubly occupied molecular orbital with dxz character, for the OHα model. This orbital 

is singly occupied in the excited state relevant for gy. This orbital is π anti-bonding between the  %! orbital at nickel and a 3$! orbital at Sγ(Cys-546), which dominates and is located in the front 
of the figure.  

 

In order to test this hypothesis, the Cys-546 fragment was manually rotated by 10 degrees by 
changing the Cα-Cβ-Sγ-Ni dihedral angle and an additional calculation has been performed. Of 
particular notice for this modified geometry is that the plane spanned by nickel, Sγ(Cys-546) and 
Cβ (Cys-546) is no longer perpendicular to the molecular z axis (given by the direction from 
nickel to Sγ(Cys-549)), and therefore, the Cys-546 residue is less prone to π interactions with 
nickel. This indeed led to a significant shift of electron density of up to 7% from Sγ(Cys-546) 
towards nickel, which in turn would lead to a significantly increased gy value according to 
equation 1. 

Regrettably but not unexpectedly, the DFT formalism does indeed underestimate both the gx and 
gy values in all models and additionally displays very minor and non-systematic variations among 
the large models (see supporting information), so that the present hypothesis cannot be confirmed 
by a quantitative calculation. Nevertheless, it is interesting to briefly examine the rotations of the 
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respective Cys-546 and Cys-549 fragments. Rotation of the latter is supported by the ENDOR 
spectra, rotation of the former would be in-line with the changed g values of Ni-A and Ni-B. 
These structural rotations of both cysteine fragments are minor. The question as to which 
structural changes induce a rotation of these fragments by 7-10 degrees may have to be sought 
further away from the active site. Since Cys-546 is located at the end of the access channel to the 
active site,67 it may well be conceivable that a more remote structural modification of this access 
channel, e.g., a narrowing or complete closure, induces a small rotation of the Cys-546 residue 
and strain on the active site while additionally being responsible for the different activation 
kinetics of the Ni-A and Ni-B states.8 The differences in activation rates would then rather result 
from lowered transportation rates of either H2 or H+ in one or both of the channels. This may be 
particularly the case for the residues that are involved in proton transport. It is unlikely that 
electron transport is the limiting step of the activation, since the rate limiting step is rather 
associated with the activation of the Ni-SU state (see scheme 1). Independent of these 
considerations, the results of this study confirm that small angular changes of the cysteine 
residues in the [NiFe] center without additional structural modifications suffice to explain the 
spectroscopic differences between Ni-A and Ni-B in as far as they are observed in EPR, ENDOR 
and FTIR spectroscopy. 
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