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Limits and Potentials of Quantum Chemical Methods 
in Modelling Photosynthetic Antennae  

Sandro Jurinovich,a Lucas Viani,a,b Carles Curutchet,c and Benedetta Mennuccia,* 

Advances in electronic spectroscopies with femtosecond time resolution have provided new 
information on the excitonic processes taking place during the energy conversion in natural 
photosynthetic antennae. This has promoted the development of new theoretical protocols 
aiming at accurately describing the properties and mechanisms of exciton formation and 
relaxation. In this perspective, we provide an overview of the quantum chemical based 
approaches, trying to underline both the potentials of the methods and their weaknesses. In 
particular three main aspects will be analysed, the quantum mechanical description of excitonic 
parameters (site energies and couplings), the incorporation of environment effects on these 
parameters through hybrid quantum/classical approaches, and the modelling of the dynamical 
coupling among such parameters and the vibrations of the pigment-protein complex..  
 
 

Introduction 

In photosynthesis, light harvesting (LH) takes place in 
specialised multichromophoric systems called pigment-protein 
complexes (PPC),1 where the absorbed energy is converted into 
excitonic energy which is later on transferred to the reaction 
centre (RC) complexes to activate the primary charge 
separation. While RC complexes are very similar among 
different photosynthetic systems, there is a wide variety of PPC 
antennae. They differ in the arrangements of chromophores, the 
chromophore types (e.g. (bacterio)chlorophylls, bilins and 
carotenoids) and their absorption spectra ranging from the blue 
to the near-infrared wavelengths. Nevertheless, all PPCs are 
able to convert light into excitations with very high quantum 
efficiency. Excitation energy transfer (EET) in PPCs, has 
traditionally been assumed to happen in the so-called Förster 
weak-coupling regime.2 According to this assumption, any 
electronic coherence between chromophores is rapidly 
destroyed by stochastic energy fluctuations due to the 
environment and, as a result, electronic excitations incoherently 
‘hop’ between states localized on individual chromophores. 
These energy fluctuations are driven by intramolecular 
vibrations of the chromophores, as well as by the interaction 
between electronic excitations of the chromophores and 
vibrational degrees of freedom of the environment.  
In the last decades this traditional interpretation of the 
processes that govern light-harvesting in PPCs has substantially 
changed thanks to the advances of femtosecond spectroscopy, 
which has allowed the examination of energy migration 
processes at the molecular level, revealing that quantum effects 

may play a role in the EET dynamics. In particular, starting 
from the second half of the last decade, the application of the 2-
D electronic spectroscopy (2DES) technique to different LH 
systems has led to a detailed observation of dynamic 
coherences among exciton states (electronic excited states 
shared among several electronically-coupled molecules),3-7 an 
evidence that EET does not occur in the weak coupling regime. 
Although it is not unequivocally established that quantum 
coherence is essential for attaining the highly efficient LH in 
photosynthesis, it is nowadays well accepted that the coherence 
effects are involved in the dynamics of ultrafast LH processes.8-

11 
This new scenario has necessarily modified the theoretical 
analyses, as well as the numerical methodologies used in the 
simulation of the LH process. In this context, two main 
strategies have been developed. In the first one, the common 
approaches used in theoretical physics to simulate quantum 
transport in open systems are introduced. In these approaches, a 
model Hamiltonian is used to describe the PPC by generally 
combining experimental excitonic parameters with a bath of 
oscillators to include the coupling of the electronic and the 
environmental modes.6,12 In the second strategy, instead, 
electronic structure methods typical of quantum chemistry are 
used to directly calculate the electronic properties of the 
pigments, also taking into account the effects of the local 
environment.13,14 The two approaches can be considered as 
complementary, since the first one gives direct access to the 
quantum-dissipative motion of excitons, while the second one 
allows the direct calculation of the parameters needed in the 
first scheme, namely (i) the site energies of the pigments, (ii) 
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the excitonic coupling between pigments’ excitations and (iii) 
the spectral density of the exciton-vibrational coupling, which 
describes the dynamical modulation of site energies due to the 
vibrations of the pigment and its environment. In spite of this 
evident complementarity, the use of quantum chemical 
calculations in quantum transport theories has typically been 
limited. One of the reasons for this lack of connection is that 
the two classes of methods were born in two distinct 
communities, the theoretical physicists and the quantum 
chemists, respectively, and chronologically these methods have 
evolved almost independently. However, it is now quite clear 
that a convergence of the two approaches is necessary to 
achieve a complete and accurate picture of the complexity of 
processes and interactions, which together determine the 
photosynthetic light harvesting. At the same time, quantum 
chemical methods have still to improve in order to represent a 
real alternative to experiments in predicting all the parameters 
needed in the description of exciton processes and 
coherences.15-24  
This perspective presents a critical overview of these quantum 
chemical approaches, trying to underline both the potentials of 
the methods and their weaknesses. The presentation is divided 
in three main parts, namely the quantum-mechanical (QM) 
methods developed so far to calculate site energies and exciton 
couplings, the integration of these methods with models to 
represent the effects of the environment, and the extension of 
these multiscale approaches to describe the coupling between 
electronic and vibrational degrees of freedom. 
 

QM simulation of site energies and electronic 
couplings 

The most straightforward approach to describe electronic 
excitations in molecular systems is to explicitly calculate the 
wave function of the involved electronic states, either using ab-
initio or semiempirical formulations. Many methods have been 
proposed so far along this line. In configuration interaction 
(CI)-type calculations, the electronic wave function is 
constructed as a linear combination of the ground-state and 
“excited” determinants, which are obtained by replacing 
occupied orbitals with virtual ones. To make CI calculations 
computationally feasible, one can introduce a truncation of the 
CI expansion such as in the CI-Single (CIS) formalism and/or 
introduce a semiempirical approach (such as in the ZINDO 
approach developed by Zerner and coworkers).25 Both CIS and 
its semiempirical ZINDO version have been largely applied to 
describe excitations of LH chromophores obtaining relatively 
good results;16,26-28 however such good performances can be 
due to some unpredictable cancellation of errors and a 
systematic improvement is difficult to introduce. 
Alternatively to the CI truncation, an active space of occupied 
and virtual orbitals in which all possible “excited” determinants 
are constructed can be introduced. In this case, a reoptimization 
of the molecular orbitals is generally used to increase the 
flexibility of the wave function reduced by the truncation. The 

resulting complete active space self-consistent field (CASSCF) 
approach has been largely used to simulate photochemical 
processes in the biological context29,30 while applications to LH 
systems are not common.31 One of the reasons is that LH 
chromophores generally present an extended conjugation and 
this introduces an evident limitation to CASSCF, which should 
include a too large number of electrons. In the last years wave 
function based formulations have been supplemented and in 
many cases superseded by the linear response (LR) time-
dependent DFT approach (TDDFT). The basic idea is to apply 
time-dependent perturbation theory to first order: before the 
time-dependent electric field is applied, the molecular system is 
assumed to be in its electronic ground state determined by 
solving the corresponding Kohn–Sham equation. When a time-
dependent oscillating electric field is applied, the Kohn–Sham 
orbitals and the corresponding operator, as well as the 
electronic density, will change. By assuming a linear response, 
the TDDFT equation for the excitation energies and transition 
vectors are obtained. The reasons for the enormous success of 
TDDFT are simple: it in fact combines a great computationally 
efficiency with an extreme ease of use. These two 
characteristics are extremely important in the case of LH 
systems as the chromophores are large and most of the wave 
function based approaches are not applicable due to their 
excessive computational cost.  
Of course TDDFT is not a “perfect method”; in fact while it 
performs usually very well for valence excited states, it presents 
severe problems with the correct description of Rydberg and 
charge-transfer excited states. In the case of excited charge-
transfer (CT) states, the excitation energies are much too low 
(by up to 1 eV) and the potential energy curves do not exhibit 
the correct 1/R asymptote, where R corresponds to a distance 
coordinate between the positive and negative charges of the CT 
state.32 Presently, several different pathways have been 
proposed to address the substantial failure of TDDFT for CT 
states and to correct for it. A very effective way to improve the 
TDDFT performances for these difficult cases is to split the 
Coulomb operator of the Hamiltonian into two parts, a short-
range and a long-range part, which are treated primarily using a 
local functional and an exact orbital exchange, respectively. 
This strategy has led to long-range separated functionals, which 
have shown to give accurate descriptions of excitation 
processes in different LH pigments.  
TD-DFT presents also another problem due to the single 
determinant ansatz of DFT; as a result excited states 
characterized by a significant double excitation character 
cannot be properly described. To overcome this limit that 
prevents, for example, the use of TD-DFT methods to 
investigate excitations of carotenoids, a combination of DFT 
and a multireference configuration interaction ansatz has been 
proposed. The resulting DFT/MRCI method33,34  has shown to 
be very effective in describing excited states energies and 
properties of large conjugated systems.34-37 
The same QM methods used to calculate excitations can also be 
applied to simulate the couplings among them. In most cases, 
electronic couplings in LH systems correspond to interactions 
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between “bright” singlet excitations. This means that the 
coupling is dominated by Coulomb interactions between 
transition densities, namely:38,39 

   
Vij

C = dr dr ′ρi
T∗(r ′ ) 1

r ′ − r
ρ j

T (r)∫∫   (1) 

where i and j identify two different excitations. The integral in 
eq.(1) can be calculated by using the integration algorithm used 
for DFT. This method can also be further extended to include 
exchange and correlation effects among transition densities 
through the expression: 

   
Vij

xc = dr dr ′ρi
T∗(r ′ )gxcρ j

T (r)∫∫   (2) 

where gxc is the exchange correlation kernel used in the selected 
DFT formulation while for a HF/CIS description such term 
reduces to the exact exchange integral. 
As a matter of fact, in most applications the transition density is 
not directly used and an approximated form in terms of 
transition dipoles or transition atomic charges is instead 
adopted. As a result, the electronic coupling reduces to a simple 
dipole-dipole interaction energy or an electrostatic interaction 
among point charges. The dipole-dipole approximation is the 
formulation most widely used, given that the values of the 
transition dipoles can in principle be extracted from absorption 
and emission spectra of the chromophores. The main limit is 
that the dipole approximation works well only for inter-
chromophoric distances much larger than the dimensions of the 
chromophores. The transition charge approach instead has been 
shown to be of larger applicability, although its results strongly 
depend on the procedure used to get the charges. In most cases 
a fitting of the electrostatic potential generated by the transition 
density is applied exactly as it is commonly done for obtaining 
atomic charges in molecular mechanics force fields: this 
approach is known as TrEsp (transition charge from 
electrostatic potential) method.40 Within such a framework, the 
Coulomb coupling reduces to:  

  
Vij

TrEsp =
qK (i)qL( j)

RK − RLK ,L
∑   (3)   

where K and L run on the atoms involved in the excitation i and 
j, respectively, and RX are the corresponding spatial positions. 
An alternative approach, known as Transition Density Cube 
(TDC),41 reformulates the integral in eq.(1) by expressing the 
transition density as an array of finite-sized volume elements 
(the transition cube) 

 
  
Mi(r) =Vδ ρi

T (r)dx dy dz
x

x+δ x

∫y

y+δ y

∫z

z+δ z

∫   (4) 

where δa defines the grid size of the density cube, and Vδ is the 
element volume (Vδ = δxδyδz) needed as a practical means of 
converting charge density per unit volume into charge density 
per element. Finally, the Coulomb interactions between all the 
elements of each cube are summed to get the final coupling: 

  
Vij

TDC =
Mi(k)M j (l)

rk − rlk ,l
∑  (5) 

 
A completely different strategy to get access to electronic 
couplings is the one based on the subsystem formulation of 
density functional theory known as frozen-density embedding 
(FDE) method.42 FDE allows to describe a particular subsystem 
in a Kohn- Sham-type fashion, while the influence of all other 
subsystems is taken into account in an effective, but entirely 
quantum chemical way. When the FDE approach is applied to 
calculations of excitation energies of a system composed of 
several molecules, a two-step procedure is introduced.43 First, 
the uncoupled FDE excitation energies are calculated; i.e., local 
excitations of all constituent molecules are obtained, embedded 
in an environment formed by all the other molecules. Local 
excited states are then obtained for all the subsystems with the 
approximate form of the FDE generalization to excited states, 
which restricts the response to the active subsystem only. In a 
second step, delocalized excited states of the entire aggregate 
are calculated by coupling these local excitations.  
 
All the methods cited so far should in principle be extended 
well beyond the single chromophores so to include the effects 
of the natural environment of antenna PPCs:13 such an 
environment always comprises the protein matrix and the 
solvent (water) but in many cases also a lipid bilayer 
representing the thylakoid membrane should be explicitly 
accounted for. Recent studies have attempted to include part of 
this complex environment using accurate QM descriptions 
based on FDE44 and linear-scaling DFT methods.45The high 
computational cost associated to this approaches, however, 
precludes the possibility to investigate how structural 
fluctuations modulate site energies or couplings, and in this 
case multiscale strategies need to be introduced. These 
strategies are presented and commented in the following 
section.  
 
 
Modelling environment effects 

A successful strategy to extend quantum chemistry beyond the 
isolated molecule is to use a hybrid (or multiscale) approach, in 
which the QM description is limited to a minimal subsystem 
(from now on indicated as the “solute”) while the remainder of 
the system (the “environment”) is treated classically.  
A possible strategy along this line is to use a continuum 
dielectric to model the classical system. Nowadays continuum 
solvation models have become one of the most used 
computational techniques in the computational chemistry 
community. This success arises from their ability to account for 
the environment effects in a QM calculation at almost the same 
cost of an analogous calculation for the system in gas phase. 
This is possible by resorting to a classical continuum 
description of the environment in terms of its macroscopic 
dielectric properties. In particular, in modern continuum 
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solvation models the solute is placed in a proper molecular-
shaped cavity inside the dielectric medium representing the 
environment, and the polarization response of the dielectric 
medium to the solute charge distribution is obtained by solving 
the Poisson equation of classical electrostatics. Different flavors 
of continuum solvation models resort to different strategies to 
solve this electrostatic problem. Among them, one of the most 
popular in quantum chemistry, is that adopting a set of induced 
charges spreading on the cavity surface: the method often called 
Polarizable Continuum Model (PCM)46 is actually a family of 
different methods such as IEFPCM,47 COSMO48 (or CPCM49) 
and SS(V)PE50 just to quote the most popular ones in quantum 
chemistry.  
In all these methods the induced (also called “apparent”) 
charges, which represent the polarization response of the 
environment, act to polarize back the QM solute through what 
is traditionally known as the reaction field. As a result, the 
solute Hamiltonian becomes an effective Hamiltonian defined 
as: 

Heff = H0 + qk (ε )Vk
QM

k
∑  (6) 

where the first term is the Hamiltonian of the isolated solute 
and the second term is the electrostatic interaction between the 
solute and the apparent charges qk (VQM is the electrostatic 
potential operator originated from the QM solute and calculated 
at the cavity surface). The charges qk are determined by the QM 
electrostatic potential calculated on the cavity surface; as a 
result, the operator in eq.(6) will depend on the QM charge 
distribution and the solution of the effective Schrödinger 
equation will automatically lead to mutually polarized QM and 
classical subsystems. The same mutual polarization can be kept 
during the excitation process of the QM solute; in that case, 
however, a further specificity of the environment response has 
to be introduced. The differences in the characteristic response 
times of the various degrees of freedom of the environment 
may lead to a “solvation” regime in which the slow components 
(i.e., those arising from translations and rotations of the 
environment molecules) are no longer equilibrated with the 
solute upon excitation. The resulting “nonequilibrium” regime 
will possibly relax into a new equilibrium in which the 
environment is allowed to relax all its degrees of freedom 
including the slow ones. Especially for highly polar 
environments, “equilibrium” and “nonequilibrium” regimes 
represent very different configurations and their energy 
difference is generally known as “reorganisation energy”. The 
“nonequilibrium” solvation can be properly described within 
the continuum framework introducing a separation of the 
surface charges into a fast (or dynamic) contribution, 
mimicking the polarization of the electronic charge of the 
environment molecules, and a slow (or inertial) contribution, 
due to the nuclear and molecular motions. The fast (or 
dynamic) charges are obtained by using the same expression 
used for the full equilibrium case but this time the environment 
response is represented by the optical component (ε∞) of the 
dielectric permittivity and the solute electrostatic potential 

refers to the new solute charge distribution (namely to the 
excited state in a vertical excitation process). By contrast, the 
slow component is obtained as the difference of the full 
polarization and the fast component both calculated in 
equilibrium with the initial charge distribution of the solute. 
This nonequilibrium approach has been successfully applied to 
the simulation of site energies in PPCs defining an effective 
dielectric function for the heterogeneous environment (e.g. 
protein+solvent). Generally, values between 4 and 15 are used 
for the static ε while a value of 2 is used for the optical 
component: the large variability in the static value is generally 
explained to account for the presence of the water, which 
mixing with the protein makes the environment more polar. 
While continuum models represent an efficient and robust 
approach to describe “average” electrostatic and polarization 
effects of the environment, they present an evident limitation in 
properly accounting for specific interactions between the 
“solute” and its close environment as well as for important 
heterogeneities in the environment response. Both these two 
aspects can become very important in simulating electronic 
processes in LH pigments for which the environment comprises 
the protein matrix, eventually the membrane, and the solvent, 
and the local effects can largely change from one pigment to the 
other. A very effective way to account for these heterogeneities 
is to replace the continuum description with a molecular 
mechanics (MM) force field. The resulting QM/MM 
approaches51-56 are very well known in computational 
chemistry and biology and recently they have become quite 
popular also for the modeling of LH systems. 
There is variety of force fields (FF) that have been 
parameterized to describe biological systems. Most of them use 
fixed charges to represent the electrostatic interactions but, 
more recently, important efforts have been devoted to include 
polarization effects.57 Different polarizable models have been 
developed, either using fluctuating charges,58-62 Drude 
oscillators63,64 or induced dipoles.65-67 When these FF are 
coupled to a QM description, a similar effective Hamiltonian to 
that described for continuum models is introduced,68-73 namely 
if we use a polarizable FF based on induced dipoles we get:  

Heff = H0 + qiVi
QM

i
∑ − 1

2
µi ⋅Ei

QM

i
∑  (7) 

where the induced dipoles are determined assigning a  
(generally) isotropic point polarizability (in addition to the 
charge qi) to  each atom (i) of the environment and  𝐸!

!" is the 
electrostatic field on the same atom due to the QM solute. Now 
the mutual polarization effects are obtained due to the induced 
dipoles, which are determined by the total electric field acting 
on the corresponding atoms due to MM sites and the QM 
solute.  
Also QM/MM methods have been largely applied to describe 
excitation processes.56 If a non-polarizable FF is used, (i.e. if a 
standard electrostatic embedding is applied) only the inertial 
part of the environment response is taken into account: during 
the excitation process, in fact, the “electrostatic” embedding is 
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kept frozen. To properly include the fast part of polarization, 
instead, a polarizable embedding is necessary: for example the 
induced dipoles in eq.(7) can account for the electronic 
rearrangement of the environment upon excitation. Polarizable 
QM/MM methods have been applied to the simulation of site 
energies in different PPCs and the obtained results generally 
show a different behavior with respect to the standard QM/MM 
with electrostatic embedding.28,74,75 If these differences 
correspond to a better description of the environment effects for 
the LH processes in PPCs is still difficult to say as a direct 
comparison to experiments is not possible. However, what 
appears clearly is that for solutes in standard solvents the use of 
a polarizable MM environment gives an accurate description of 
solvation effects by successfully accounting for both short and 
long-range interactions.56 In fact, when strong specific solute-
solvent interactions are not present, the resulting picture 
coincides with the one obtained with continuum models, while 
when the solute can strongly and specifically interact with the 
solvent molecules of the first solvation shells important 
differences are found, leading to a better agreement with the 
experiments. One delicate aspect of polarizable FFs is the 
correct parameterization. For example, when induced dipoles 
are used the parameterization cannot be limited to the atomic 
polarizabilities but also the fixed charges need to be 
recalculated so to be coherent with the induced dipoles. These 
parameterizations are nowadays available for proteins and other 
biological macromolecules but in many cases the cofactors 
present in the PPC need to be parameterized ad-hoc.  
Besides site energies, explicit account of polarization is a key 
feature in the modeling of environment effects in electronic 
couplings. In this case, the heterogeneous environment of 
pigments embedded in PPCs can significantly modulate 
pigment-pigment interactions and substantial deviations arise if 
such an effect is described using either atomistic or continuum 
dielectric approaches.26  
More in details, the presence of an environment can lead to 
strong differences in the coupling due to two main effects. The 
first one is exactly the same leading to changes in the site 
energies: namely the environment can change both the 
geometrical and the electronic structure of the pigments thus 
modifying their transition properties, i.e. site energies, 
transition dipoles and transition densities.  These changes will 
be automatically reflected in different couplings. Secondly, if 
the environment can polarize, the direct Coulomb interaction 
between excitations in different pigments will be “screened” by 
the environment. These screening effects were traditionally 
taken into account in the dipole-dipole approximation to the 
coupling in terms of an effective dielectric constant through a 
1/εeff scaling term, an approximation already present in the 
early formulation of Förster theory. The same scaling factor has 
also been adopted in TrEsp and TDC approaches. In more 
refined continuum formulations that take into account the shape 
of the molecule inside the dielectric medium, the screening can 
be self-consistently obtained by calculating the transition 
densities in the presence of the proper perturbation (see eq. 6) 
and adding an explicit “environment” term to the Coulomb 

coupling.76 By using the PCM framework such term can be 
written as39 

   
Vij

PCM = qk
PCM (ρ j

T ) dr ′ρi
T∗(r ′ ) 1

r ′ − rk
∫

k
∑  (8) 

where  𝑞!!"#are the charges induced on the cavity surface by the 
electronic transition in the chromophore j. These charges, 
which are determined assuming a nonequilibrium response, 
allow to describe a screening that depends not only on the 
electronic transitions involved but also on the inter-pigment 
distance and orientation.77 Indeed, application of this strategy to 
a large series of pigment pairs from LH complexes revealed a 
strong exponential attenuation of screening effects at distances 
below 20 Å, a common situation in LH antennae.77  
 
A similar strategy can be applied to a polarizable QM/MM 
formulation; in that case the “screening” term need to be 
reformulated as:69 

   

Vij
MMPol = − µ l (ρ j

T ) ⋅ dr ′
r ′ − rl( )
r ′ − rl

3∫
l
∑ ρi

T∗(r ′ ) (9) 

where now the induced dipoles act to screen the interaction 
between the two transition densities.  
The two polarizable formulations have been shown to give very 
similar results on average, while they can lead to quite different 
effects when single pairs of pigments are analyzed.26 Due to 
differences in the polarizability of the local environment around 
each pigment in fact the VMMPol term can change significantly 
and the resulting net coupling varies from one pair to another.  
All QM/MM methods (including or not polarization effects) 
need to be coupled with a proper sample of different 
configurations of the environment. The application of these 
methods to a single structure (for example the crystallographic 
structure) can in fact lead to large errors due to the presence of 
artificially strong pigment-residue interactions coming both 
from resolution limits and from the fact that temperature 
induced relaxation effects are not included. A correct 
application of QM/MM methods should instead include 
molecular dynamics (MD) simulations of the PPC in its natural 
environment at the correct temperature; from these simulations, 
many different configurations can be generated and used for the 
calculation of the site energies and couplings. In Fig. 1 we 
quantify the difference that can be obtained from the two 
approaches, namely a “static” one based on a single (crystal) 
structure and a “dynamic” one using averages on different 
configurations obtained from MD. In the plots we report the 
site energies calculated for the 8 bilins of phycoeritrin 545 
(PE545), a PPC present in cryptophyte algae, and the 8 
bacteriochlorophylls of Fenna-Matthews-Olson (FMO), a PPC 
present in green sulfur bacteria, as obtained by using a 
polarizable QM/MM approach. 
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Figure 1: QM/MMPol calculations of site energies (in cm-1) for PE545 and FMO 
obtained either using the crystal structure or averaging over many different 
configurations extracted from an MD simulation. The results are taken from Ref. 
[74] for PE545 and Ref.[75] for FMO. 

As it can be seen from Fig.1 the sampling among different 
configurations not only can changes the relative order of the 
site energies but it generally “smoothes out” the differences 
among similar pigments, as it is the case of the PEB50/61C and 
PEB50/61D bilins in the PE545 complex, which are located in an 
almost symmetric environment. This has shown to be very 
important to correctly reproduce the experimental optical 
spectra.74,75 
The large dimensions of PPCs presently prevent a QM 
simulation of their dynamics but instead MD based on classical 
force fields are used: such a decoupled strategy where the 
electronic description is treated at quantum chemical level 
while the “dynamic” one is treated with classical force fields 
can introduce problems as we’ll discuss in the following 
section. 
 
 
The coupling between excitations and vibrations 

Beyond the modulation of the average excitonic parameters 
(site energies and electronic couplings) exerted by the 
environment, it is also important to describe the dynamical 
modulation of such parameters due to the coupling among the 
pigments and the nuclear degrees of freedom of the system. 
This coupling leads to stochastic fluctuations in the energy 
levels of the pigments that determine spectral line shapes and 
drive incoherent transfers and exciton localization. 
The spectral density, J(ω), describes the information about the 
coupling among excitons and matrix vibrations. In quantitative 
models of EET in photosynthetic antennae, J(ω) is typically 
modeled as a sum of two terms: 

J(ω) = J0 (ω)+ Jvib (ω)  (10)
 

where J0(ω) describes the coupling of electronic transitions to a 
a continuum of low-frequency damping modes due to the 
protein and solvent surrounding the pigments, whereas Jvib(ω) 
describes the coupling to high-frequency modes, mostly 
intramolecular in nature. Several expressions are often used to 
describe J0(ω),78 whereas Jvib(ω) is usually modelled as a 
collection of harmonic oscillators. 
Experimentally, both J0(ω) and Jvib(ω) can be measured by 
using site-selective spectroscopies, such as spectral hole-
burning and fluorescence line-narrowing techniques. 79 These 
techniques, however, provide spectral densities for the lowest 
exciton state, or an average over several thermally populated 
low energy states. The complexity of measuring J(ω) for the 
individual pigments in a PPC explains why most simulations of 
LH dynamics in PPCs assume the same spectral density for all 
pigments.8,74 The coupling to vibrations with energies that 
commensurate the energy difference between exciton states has 
been suggested to play a key role in understanding quantum 
coherent oscillations observed in PPCs.11,80,81 The structured 
nature of J(ω) can vary for different pigments in a PPC, 
specially in the low-energy range characterized by interactions 
with the local environment. Indeed, experiments show that the 
shape of J(ω) varies among different PPCs.82-84 Thus, the 
assumption of a common spectral density for all pigments can 
obscure the impact of individual features in quantum 
coherence. On the other hand, it is difficult to assess 
experimentally whether the pigments are coupled to 
independent or common modes in the environment. In the first 
case, a coupling to common protein vibrations could lead to 
correlated fluctuations in the energies of the electronic states: 
this was first postulated as the origin of the long-lived 
coherences experimentally observed.3  
An attractive way to overcome the limits in experimental 
techniques consists in the theoretical estimation of Jvib(ω), and 
several groups have contributed with important advances in this 
direction.15,17-24,85-89 The most common approach used so far 
consists on the estimation of J(ω) by simulating the time-
evolution of the site energies, combining ground-state classical 
MD simulations with QM/MM calculations of the excited states 
along the trajectory. Within this strategy, the spectral density is 
obtained from the Fourier transform of the autocorrelation 
function of site energy fluctuations: 16,85,89  

J(ω ) = βω
π

Ccl (t)cos(ωt)dt
0

∞

∫  (11) 

where β=1⁄(kBT) and Ccl(t) is the classical autocorrelation 
function of the fluctuation of the site energies. Because J(ω) is 
obtained from a classical correlation function, Eq. (11) includes 
a classical prefactor to negate the temperature dependence of 
the classical correlation function, as clarified by Valleau and 
co-workers.89 
This MD-QM/MM scheme allows the simultaneous 
determination of both J0(ω) and Jvib(ω) contributions to the 
spectral density, and the coupling among environmental and 
intramolecular modes is fully taken into account. However, the 
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large computational cost associated to this strategy, involving 
massive QM/MM excited-state calculations along the MD 
trajectories, typically for each 2-5 fs in order to capture the 
fastest oscillations in site energies, poses some problems. An 
important limitation is the classical treatment of the nuclei in 
the MD, which has been suggested as the cause for the severe 
overestimation of the coupling to high-frequency 
intramolecular modes of the pigments in Jvib(ω). Whereas this 
problem can be solved by resorting to MD simulations 
performed at the QM level, the cost of such simulations 
precludes at present their practical use in the study of PPCs. 
Another problem associated to the accurate determination of 
Jvib(ω) is the quality of the geometries used in the QM/MM 
calculations of the excitation energies, given that the MD 
simulation is performed along a potential energy surface 
described by an approximate classical force field. This problem 
is expected to introduce considerable errors in excited state 
calculations, which should optimally be performed on 
geometries obtained from accurate QM methods. A possible 
solution is the derivation of specialized force fields being able 
to describe with accuracy the vibrational modes and 
fluctuations of each pigment. On the other hand, the limited 
MD times that can be simulated make low-frequency protein 
motions difficult to resolve, reducing the quality of the spectral 
density described by J0(ω) at such frequencies. 
In order to overcome the limitations of the MD-QM/MM 
strategy outlined above, some groups have proposed alternative 
strategies in which J0(ω) and Jvib(ω) are obtained separately. 
Renger and co-workers have proposed a strategy where J0(ω) is 
obtained from a classical normal mode analysis (NMA) of the 
protein modes by assessing the coupling of electronic 
transitions along each mode coordinates, while keeping the 
intramolecular pigment modes frozen.21 Spectral densities in 
good qualitative agreement with experiments have been 
obtained using this approach. An important advantage of this 
strategy over MD-based approaches is the possibility to 
determine the impact of very low-frequency motions in J0(ω) 
and in the presence of eventual electronic correlations. A 
potential drawback, however, is its inability to account for the 
multiple minima that characterize protein energy landscapes, 
especially in flexible backbones, given that the NMA analysis 
is performed for a single minimum. A similar strategy has been 
proposed by Jing and co-workers to estimate Jvib(ω) from NMA 
analysis of the ground and excited state potential energy 
surfaces of the chromophores using quantum chemical 
methods.18 The advantage of this strategy relies on the 
description of the pigment modes at a quantum mechanical 
level, so the geometry mismatch problem encountered in MD-
based strategies over classical trajectories is overcome. This 
approach has been shown to give vibrational frequencies and 
Huang-Rhys factors in reasonable agreement with experiments.  
Although the strategies mentioned above overcome some of the 
important limitations of MD-based approaches through separate 
calculation of the J0(ω) and Jvib(ω) contributions to the spectral 
density, an important limitation is the neglect of the coupling 
among the pigment and the protein/solvent modes, which has 

been recently shown to significantly modulate the distribution 
of intramolecular modes in the bilin pigments of PE545,24 as it 
will be discussed in the following subsections.  
 
  

The impact of the environment in spatial and electronic 
correlations 

Theoretical studies have suggested that the existence of 
correlation between the fluctuations of the constituents of the 
excitonic matrix may assist the formation and modulation of 
coherent states among the chromophores in PPCs via the tuning 
of the intermolecular transfer rates and population 
oscillations.90,91 The investigation of these possible correlations 
through MD-QM/MM approaches can be divided in two parts. 
First, spatial correlations between the positions of the atoms of 
different pigments can be quantified by analyzing the 
configurations obtained along the MD trajectory. Afterwards 
QM/MM calculations of excitonic parameters can be performed 
on the same MD configurations to see if the spatial correlations 
are reflected in the excitonic matrix, i.e. if they induce any 
correlation among site energies and/or couplings.  

 

Figure 2: Spatial correlations (in terms of the Pearson coefficient) between the positional 
fluctuations of all atom pairs of the eight bilins in PE545 (top), variation of the same 
coefficients for the atoms of the pigment DBV19A, upon addition of the solvent (bottom). 
The correlations with respect to the atoms of the other DBV19B pigment are highlighted 
in red (bottom). The background colors indicate the range with predominant intra and 
intermolecular correlations. 

An interesting finding resulting from the spatial analysis is the 
important role played by the solvent. In particular, the presence 
of spatial correlations can be strongly connected to how the 
pigments are exposed to the solvent. For PPCs in which the 
pigments are spatially “screened” from the solvent by the 
protein matrix, negligible intermolecular spatial correlations are 
observed, such as the case of the FMO.87 On the contrary, in 
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PPCs where the pigments directly interact with the solvent 
molecules, higher spatial correlations are observed. An example 
of the latter case is the PE545, where high spatial correlation is 
observed up to an intermolecular distance of 40 Å,28 see Figure 
2-top. Such high correlation at long distances was mainly 
attributed to a solvent-induced effect by comparing two 
different MD simulations of PE545, one in water and one in gas 
phase. An example of the differences between the two 
simulations is shown in Figure 2-bottom. In particular, the 
highest variations (up to ~0.4 in the correlation) are associated 
to correlations of the atoms of the two DBV bilins (highlighted 
in red), which have an average intermolecular distance of 45 Å 
and are the pigments more exposed to the solvent.  
Despite the presence or not of significant spatial correlations, 
correlations between site energy fluctuations were found to be 
negligible for various PPCs. However, coupling/coupling 
correlations were found to be significant (of the order of 0.4-0.6 
for both PE545 and FMO). It is important to note that although 
the impact of coupling/coupling correlations in the EET 
dynamics is expected to be lower than energy correlations, their 
real role has still to be quantified.90 In the case of cross-
correlations, e.g site energies/couplings correlations, 
differences between different PPCs have been observed. For 
example, in FMO, such correlations were not observed when 
the couplings were computed in the TrEsp framework, although 
larger values were predicted within the point-dipole formalism. 
In PE545, such correlations always feature large values when 
both site energy and coupling are related to the same pigment, 
regardless the method used to compute the couplings. An 
explanation for the larger cross-correlations in PE545 may lie 
on the nature of the pigments. In this complex, in fact, the bilins 
are flexible linear tetrapyrrole molecules where any distortion 
in the geometry, such as torsion angles in the conjugated 
backbone, would directly modify the site energy, transition 
densities, and the orientation of the transition dipoles, thus 
simultaneously impacting the site energies and the couplings. In 
FMO, instead, the planar and more rigid chlorophylls are less 
susceptible to large geometrical deformations and changes in 
the relative orientation of the transition dipoles. The cross-
correlations in PE545 were found to be predominantly negative, 
suggesting that an increase/decrease on the site energy value is 
followed, in average, by a decrease/increase of the absolute 
value of its coupling to the other pigments. Such 
anticorrelations may have significant consequences on both the 
coherences and the transfer rates.90,92,93 
 
 

The impact of the environment in pigment vibrations and 
spectral densities 

Beyond the modulation of site energies and electronic 
couplings, the environment plays a key role in determining the 
spectral density J(ω). The geometrical “flexibility” of the 
pigments embedded in the protein matrix may change 
substantially when compared to the free pigment in solution. 
Thus, both the frequencies and the exciton-vibrational 

couplings for intramolecular modes can be strongly modulated 
by the local protein environment. The impact of such 
modulation is here illustrated for the PE545 complex. 24 Figure 
3-top reports the distribution of the vibrational modes of the 
PEB82c bilin computed using a normal mode (NMA) analysis of 
the free pigment and a quasi-harmonic (QH) analysis of the 
pigment embedded in the protein matrix, respectively.  

 

Figure 3: Distribution of normal modes and quasi-harmonic modes of the pigment 
PEB82C, (top), variations in the quasi-harmonic analysis distribution between the 
solvated and gas-phase MD simulation (middle), and calculated spectral density 
(bottom) of the bilin in the PPC. 

The NMA analysis proves the vibrations around a single 
minimum, while the QH analysis aims at characterizing the 
global extent of the configurational space accessible to the 
system during an MD simulation. The comparison between the 
NMA and QH modes allows assessing the impact of the protein 
and solvent environment in the intrinsic vibrations of the 
pigments. Such comparison indicates that the accumulation of 
modes around 1000 and 1500 cm-1 observed for the isolated 
pigment is smoothed out when coupled to the protein modes. 
The solvent also plays a role in redistributing the vibrational 
frequencies, thus accumulating or reducing the number of 
modes in some frequency regions. This is shown in Figure 3-
middle for the same PEB82C bilin. This analysis is done by 
comparing the QH analysis distribution of vibrational 
frequencies obtained from two different MD simulations of 
PE545, one in water and one in gas phase: blue/red bars 
indicate a region with higher/lower accumulation of modes 
when the PPC is solvated. It is interesting to note that such 
modulation caused by the spatial interactions with the solvent 
directly affects the spectral density of the pigment, see Figure 
3-bottom, since the strongest modifications occur in the 
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frequency regions where stronger exciton-phonon couplings are 
found. 
 
 
Conclusions 

In this perspective we have presented a critical overview of 
current quantum chemical methodologies used to model 
photosynthetic antennae. The accurate determination of site 
energies, electronic couplings and spectral densities, which 
constitute the main ingredients needed for a quantitative 
description of the light harvesting process, still constitutes a 
considerable challenge for the theoretical and computational 
chemistry. The correct estimation of the site energy ladder 
within a given PPC is a key aspect, for example, in order to 
understand the features of its optical spectra as well as the EET 
dynamics and spatial directionality. Because site energy 
differences are small, typically in the order of 50-1000 cm-1, 
small differences in the computational approach adopted often 
lead to significantly different pictures, a problem evident in the 
large variety of results obtained so far by different groups for 
the FMO complex.27,31,44,45,75,94,95 Progress in this direction is 
expected to occur around three basic points: (i) the adoption of 
more accurate QM methods beyond semiempirical or TD-DFT 
approaches; (ii) improvements in the multiscale models aimed 
at describing the impact of the environment in excited-state 
properties beyond the electrostatic approximation; (iii) 
elimination (or alleviation) of the problem related to the 
mismatch arising from the use of geometries obtained from 
classical MD simulations in QM excited-state calculations. This 
latter point, in our opinion, is the key one as it is clear that not 
only it can affect the quality of the excitonic parameters 
averaged along the trajectory but it represents a critical issue in 
the estimation of their fluctuations and therefore in the 
simulation of spectral densities. Indeed, the difficulty to 
accurately describe the impact of intramolecular and 
environmental modes – characterized by a multitude of 
timescales – on the excited states of the pigments, makes 
accurate predictions of spectral densities one of the most 
challenging issues in the field. Important advances in the three 
outlined aspects are therefore necessary to allow quantum 
chemistry to really become the state-of-the-art approach in the 
field; in the upcoming years we expect that these advances will 
follow two alternative directions, one aiming at developing 
more and more accurate force fields for the pigments and the 
other allowing explicit QM/MM (eventually including 
polarization effects) molecular dynamics. 
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