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Since CO2 is a readily available feedstock throughout the world, the utilization of CO2 as a C1 building block for the synthesis

of valuable chemicals is a highly attractive concept. However, due to its very nature of energy depleted ”carbon sink”, CO2

has a very low reactivity. Electrocatalysis offers the most attractive means to activate CO2 through reduction: the electron is

the ”cleanest” reducing agent whose energy can be tuned to the thermodynamic optimum. In protic conditions, the reduction

of CO2 over many metal electrodes results in formic acid. Thus, to open the road to its utilization as a C1 building block, the

presence of water should be avoided to allow a more diverse chemistry, in particular for C–C bond formation with alkenes.

In those conditions, the intrinsic reactivity of CO2 can generate carbonates and oxalates by C–O and C–C bond formation,

respectively. On Ni(111), almost exclusively carbonates and carbon monoxide are evidenced experimentally. Despite recent

progress in modelling electrocatalytic reactions, determining the actual mechanism and selectivities between competing reaction

pathways is still not straight forward. At the simple but important example of the intrinsic reactivity of CO2 under aprotic

conditions, we highlight the shortcomings of the popular linear free energy relationship for electrode potentials (LFER-EP).

Going beyond this zeroth order approximation by charging the surface and thus explicitly including the electrochemical potential

into the electronic structure computations, allows to access more detailed insights, shedding light on coverage effects and on the

influence of counterions.

1 Introduction

Heterogeneous electrocatalysis is at the heart of advanced en-

ergy technologies such as hydrogen production1 and fuel-

cells.2 Furthermore, electrochemistry, in combination with

photovoltaic cells, promises access to ”green” and ”mild” re-

dox chemistry.3–5 In particular, the electroreduction of CO2

is a conceptually attractive avenue: electrochemistry activates

the intrinsically rather inert green-house gas under mild con-

ditions (i.e., low pressure and temperature), enabling to utilize

CO2 as a C1 building block in C–C coupling reactions6–9 or to
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generate small, energy rich molecules such as CO, methanol

or formic acid.10–13

In protic media, the reduction of CO2 competes with H2

evolution and mixtures of CO + H2O, formic acid and very

small amounts of hydrocarbons are observed in general.14,15

Hence, the efficient use of CO2 as a C1 building block pre-

cludes the presence of water and protons. For instance the

electroreduction of CO2 in DMF in the presence of a diene

over Ni has been reported to yield C–C coupled products,

in particular the dicarboxylates.6,7,16–18 However, the existing

procedure is not very efficient in terms of yield and selectiv-

ity and the mechanism is poorly understood. In addition, in

aprotic solutions, CO2 has an intrinsic reactivity, potentially

yielding oxalate and a combination of CO and carbonate,11,19

opening additional reaction paths.

Electrocatalysis is carried out in a complex environment,

i.e., an electrolyte is required to increase the conductivity of

the solution and the interface between the catalyst and the

solvent is thin compared to the solution, making experimen-

tal characterization challenging.20–25 Despite considerable ef-

forts, we lack therefore detailed mechanistic understanding at

the atomic level, hampering the rational design of novel cat-

alysts. For all these reasons, research and development have

still huge challenges to overcome in order to efficiently use

CO2 as a C1 building block.
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Atomic scale modelling is a powerful tool to complement

the experimental effort and provide detailed information un-

der very well controlled conditions (catalyst surface, applied

potential). However, computations are usually performed on

simplified models and the influences of the electrolyte and

of the solvent on the catalyst interfacial properties are rarely

considered,26 although their importance is well known from

more empirical approaches.27,28 The classical description of

electrochemical systems typically relies on ”empirical” or at

least drastically simplified equations29 (e.g., Marcus-Hush

for electron transfer, Gouy-Chapman for the double layer

properties or the Fokker-Planck equation for mass transport).

These mesoscopic equations require system averaged param-

eters which can either be obtained by fitting to experiment or

approximately extracted from first principles data. Although

such multi-scale models30,31 may correctly describe the rele-

vant physics, the fundamental issue is that the central ingre-

dient in electrocatalysis, the electrochemical potential, is far

from being straight forward to include explicitly in a first prin-

ciples approach at the atomic level.

The present study investigates the electroreduction of CO2

in an aprotic solvent as a prerequisite for further investigations

of the CO2 coupling with alkenes.6,7,16–18 Oxalate is the ma-

jor product of CO2 electrolysis under aprotic conditions on

”inert” electrodes, in particular over Pb.32,33 The proposed re-

action mechanism, which is in good agreement with the high

overpotentials required for this reaction, goes through CO·−

2 .

The radical anion is supposed to be slightly stabilized by the

surface at potentials below -1.8 V (vs. Ag/AgCl) and then

undergo a fast surface assisted coupling.34 On more reactive

electrodes, and in particular over nickel, CO formation is fre-

quently reported.11,14

The large majority of simulations of heterogeneous electro-

catalysis rely on a simple model proposed in the seminal work

by Norskov and coworkers under the name of the computa-

tional hydrogen electrode (CHE),35 and its extension to other

cations than H+, e.g., Li+ 36 or Na+, which we call linear free

energy relationship for electrode potentials (LFER-EP). In this

model, the electrochemical potential is assumed to affect only

the chemical potential of the exchanged electrons and solvent

effects are generally neglected. In a nutshell, this approach

is an a posteriori correction of first principles studies of neu-

tral metal surfaces in vacuum that are routine computations for

some decades.37 The CHE model leads to highly exploitable

results,38–44 despite its known limitations: absence of polari-

sation of adsorbed molecules and electron transfer strictly cou-

pled to cation transfer. This implies, for example, that this

method cannot grasp the transient anionic species CO·−

2 .

The comparison by Rossmeisl et al.45 of the zeroth order

approach CHE and the more advanced surface charge (SC)

method of Filhol and Neurock46 (vide infra) concluded that

for adsorbates with large dipole moments and for kinetic stud-

ies the more sophisticated SC method should be applied.45

However, to go beyong the CHE approach, one needs to ex-

plicitly integrate the electrochemical potential into the first

principles calculations. Applying an electrochemical poten-

tial is equivalent to tune the workfunction, which is simulated

by adding or subtracting electrons from the neutral system.

Hence, charged systems are necessary to explicitly investigate

the effect of an electrochemical potential on surface adsorbed

species. Unfortunately, charged systems cannot be simulated

under periodic boundary conditions, which most efficiently

simulate extended metallic systems: a periodically charged

system is infinitely charged and hence the Coulomb potential

diverges. Therefore, when changing the number of electrons

in periodic computations a countercharge is required. Several

schemes have been proposed in the literature.26,46–53 The tech-

nically simplest way to deal with the situation is to include a

homogeneous background charge.46 The technical simplicity

leads to a major drawback: the uniform background charge

interacts with the system, even within the metallic slab. Filhol

and Neurock have proposed a correction, leading to the sur-

face charging (SC) mehod, in order to mitigate the issue.46,52

The SC model provides, despite the approximations, excel-

lent agreement with experiment when a water bilayer is used

to solvate the surfaces, as exemplified by the phase diagram

of H2O over Pt45,54 and Ni55, CO electro-oxidation over Pt56

and the borohydride oxidation.57

In addition to the electrochemical potential, electrochem-

istry depends critically on the solvent because the dielectric

constant of the solvent governs the capability of a system to

stabilize and ”store” charges, i.e., the capacitance of the sys-

tem. Therefore, solvent effects are especially important for

charged systems. So far, the water solvent was modeled us-

ing an explicit bilayer of water.45,54–59 In our case, we aim at

modelling an aprotic solvent such as DMF. However, just like

including an electrochemical potential into the simulations,

accounting for solvent effects in electronic structure compu-

tations of extended systems is still in its infancy,60–63 with

implicit solvent models becoming publically available only

very recently.64 This contrasts with the situation of molecular

chemistry where several solvent models have been developed

and applied for many years.65

The aim of this study is two-fold. On the one hand, we will

provide some insight into the selectivity towards the forma-

tion of carbonates upon CO2 electrolysis over nickel in aprotic

conditions. On the other hand, we will elucidate the influence

of the applied electrochemical potential on species adsorbed

on a metal surface in order to clarify two aspects of the mod-

elling of heterogeneous electrocatalysis: first, the importance

to account explicitly for the electrochemical potential, going

beyond the simplest consideration of the electrochemical po-

tential and second the role of modelling the solvent.

The following section reminds the reader of the basics of
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modelling electrochemistry, before discussing the advantages

and limitations of the two schemes applied herein: the sim-

ple linear free energy relationship for the electron chemical

potential (LFER-EP), popularized by Norskov and cowork-

ers and the explicit change of the electrochemical potential

through charging the surface and neutralizing the simulation

cell with a homogeneous background charge (SC) as devel-

opped by Filhol and Neurock. After this methodological dis-

cussion, the results for aprotic CO2 reduction as described by

the two approaches are presented to illustrate the influence of

the applied electrochemical potential and the solvation effects

simultaneously. With the SC method, we investigate the origin

of the selectivity of Ni(111) to produce carbon monoxide and

carbonates rather than oxalates.

2 Methods

Computational modelling of electrochemistry is hampered by

the simple fact that the electrode potential is not a natural vari-

able in quantum chemical computations. Most chemists are

used to think in the ”constant charge” picture, i.e., the number

of electrons is not fluctuating during a reaction. Since each

species with a given number of electrons corresponds to a dif-

ferent electrochemical potential, the ”constant charge” picture

is inadequate for electrochemistry, where all the intermediates

should be treated at the same potential. For example, CO2

adsorbed on a metal surface corresponds to a different poten-

tial than CO and O co-adsorbed on the same surface. Hence,

to get the correct reaction energy, the charge on the surface

for adsorbed CO2 and CO,O need to be adapted individually

to reach the desired potential. Therefore, an electrochemical

half-cell is effectively a grand-canonical ensemble where the

number of electrons is adapted according to the electrochemi-

cal potential in a different way for different intermediates of an

electrochemical reaction. The most realistic approach would

be to account for solvent molecules and explicit counterions,

but this approach is computationally very demanding, requir-

ing large unit cells together with statistically meaningful sam-

pling of the solvent and counterion positions. To overcome

this challenge, more approximate schemes have been devel-

oped, where the countercharge is introduced as some idealized

distribution in the unit cell (vide infra).

2.1 Basics of Electrochemistry

To set the stage, this section gives a brief reminder of the ba-

sic text book equations in electrochemistry, starting with the

standard Gibbs energy of reaction ∆rG
−⊖−

∆rG
−⊖−

=−nFUSHE,−⊖− (1)

where n is the number of electrons transferred, F the Faraday

constant and USHE,−⊖− the standard reduction potential refer-

enced to the standard hydrogen electrode (SHE).

The SHE is an ideal electrode which is immersed in an

aqueous solution with a H2 and H+ activity of unity and a

zero overpotential for hydrogen evolution, which corresponds

to the following definition

2H++2e− ⇀↽ H2 ∆rG
−⊖−

= 0.0 at USHE = 0 V (2)

It is with respect to this idealized electrode reaction that formal

”half-cell” potentials are commonly defined.

By definition, the reduction is occurring at the cathode and

the oxidation at the anode, yielding the cell potential U
−⊖−

cell

U
−⊖−

cell =U
−⊖−

cathode −U
−⊖−

anode (3)

Away from standard conditions, it is most straight forward

to compute first ∆rG of the reaction and then convert it back

into a potential, also known as electromotive force, using the

universal equation

Ucell =−
∆rG

nF
(4)

For spontaneous reactions, ∆rG is negative and hence Ucell is

positive.

When applying an electrochemical potential, it is helpful to

work with the following equation

∆rG(USHE) =−nF(USHE,−⊖−
−USHE) = ∆G

−⊖−

r +nFUSHE (5)

where USHE is the imposed potential and USHE,−⊖−
−USHE is,

in general, the over- or underpotential.

The SHE is inconvenient for computational purposes, as

simulating the hydrogen evolution under realistic conditions

and measuring potentials relative to this half-cell is extremely

cumbersome. Therefore, the common computational refer-

ence state is vacuum: on the ”vacuum scale”, the energy of

an electron in vacuum is defined as zero and all the attractive

energy comes from interactions with the nuclei. This scale is

often called the ”absolute” scale for redox potentials; we will

stick to the unambiguous term ”vacuum scale”.66

A concept closely related to the electrode potential on the

vacuum scale is the workfunction W . The workfunction is the

energy required to remove one electron from a surface, i.e., we

can understand the workfunction as the ionization energy. For

metals, the electron affinity and the ionization energy have the

same value with opposite signs. Since the vacuum scale sets

the energy of the electron in vacuum to zero, the chemical

potential of the electron (µe) in the electrode is equal to minus

the workfunction, whereas the workfunction is identical to the

electrochemical potential, Uvac. Hence we might write

W =Uvac =−µe (6)
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Of course, the ”experimental scale”, USHE, and the vac-

uum scale, Uvac, are related. IUPAC recommends67 to as-

sign a value of Uvac = 4.44 V to the standard hydrogen elec-

trode.70Accordingly, we easily switch from one scale to the

other using Uvac =USHE+4.44 V as illustrated in Fig. 1. The

remaining question is how a given computation is connected

to one or the other scale.

Fig. 1: Scales of the electrochemical potential in Volts with

respect to the vacuum (left) and to the standard hydrogen elec-

trode (right). The experimental Na/Na+ redox couple and the

computed workfunction of Ni(111) and Pt(111) are given as

examples.

2.2 Linear Free Energy Relationship for Electrochemical

Potentials

The linear free energy relationship for accounting for the elec-

trochemical potential, LFER-EP, is the zeroth order level to

treat electrochemical reactions, since it accounts exclusively

for the energy of the transferred electron. The premise is

that elementary reaction steps can be devided into chemical

steps (where the composition of the system remains constant)

and electrochemical steps, where the number of electrons

changes due to adding/removing an electron and its cation

(e.g., Na++e− ⇀↽ Na(s) or the more typical H++e− ⇀↽ 1
2
H2).

The LFER-EP has been introduced by Norskov and cowork-

ers in the formulation of the computational hydrogen elec-

trode (CHE).35 Throughout this article, we will use LFER-

EP for the generalization of the CHE to other cations than the

proton.36 However, in this section, the characteristics of the

LFER-EP are discussed with the example of the CHE.

The model and assumptions of the CHE are summarized in

the following:

1. Electronic energies are only required for electroneutral

entities and thus do not depend on the electrochemical

potential. When evaluating the potential dependence of

reaction energies, these ”zero charge” results give the re-

action energy at 0 V vs. SHE.71

2. Electron transfers are always coupled to proton trans-

fers and no charged systems are involved. There-

fore, processes that have no direct involvement of

counterions (e.g., Fe3+(cp)2 + e− → Fe2+(cp)2 with

cp=cyclopentadienyl) cannot be studied straightfor-

wardly.

3. The applied electrochemical potential only affects the

electrochemical steps, i.e., the proton coupled electron

transfers.

4. The correction for the applied potential is derived from:

∆GH++e−(U
SHE) = 1

2
∆G

−⊖−

H2
− qUSHE. In other words,

the energy of the electron in the electrode is equal to

−qUSHE, where q is the fundamental charge involved in

the electrochemical step.

5. The choice of the reference electrode and how it is cou-

pled to the system under consideration implies that the

solvent is water and that the hydration energy of a proton

is neither influenced by the electrochemical potential nor

by the electrolyte.

To summarize, the computational hydrogen electrode allows

to account for the nominal potential dependence of an elec-

trochemical reaction, i.e., to account for the last term of Eq.

5, nFU . However, it disregards any influence of the interac-

tion between species and the electrode itself at a specific po-

tential, i.e., it describes the correct physics for solution phase

electrochemistry, but it is an approximation for the elementary

reaction steps on an electrified interface where the number of

electrons is variable in order to impose the constant potential.

Despite these limitations, the LFER-EP is not only extremely

simple to apply (being an a posteriori correction to ”standard”

computations), but also the first step in any scheme improving

on the LFER-EP.

2.3 Beyond the Linear Free Energy Relationship: The

Surface Charging Method

Any method aiming to improve over the LFER-EP has to take

the specific interactions between adsorbates and the electrified

electrode explicitly into account, lifting assumptions 1-3 in the

CHE (vide supra) by introducing ∆Gelec
r (U). The superscript

”elec” indicates that the electronic contribution, originating in

polarization and charge-transfer, to the free energy is included.

The simplest approach to assess the importance of the applied

electrochemical potential on the energies of adsorbates would

be to apply an electrical field in the simulation cell.72–74 How-

ever, the surface charge density qsurf, needed for obtaining the

electrochemical free energy, is tricky to evaluate.75
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considerably larger, pushing simulations with meaningful ex-

plicit layers of DMF beyond our present capabilities. How-

ever, the average effect of the solvent, i.e., increased capac-

itance, might be captured well enough by an implicit sol-

vent model, which avoids the ambiguities in choosing a struc-

ture for the static solvent layers as usually proposed when

including solvent effects.46 Therefore, our study investigates

the combination of implicit solvent treatment and explicit

accounting of the electrochemical potential. Although this

model is far from perfect (the double layer is grossly approx-

imated by the homogeneous background charge and there are

no explicit solvent molecules), to the best of our knowledge, it

is the state of the art that can be done with publicly available,

well established, periodic DFT codes.

We model the catalyst surface by the Ni(111) facet and the

solvent by a continuum with a relative dielectric constant (ε)

of 37.2, characteristic for DMF. The latter is also very close to

the one of an other typical aprotic solvent for electrochemistry,

acetonitrile (ε = 37.7). The results will hence be generally

applicable to aprotic solvents with a high dielectric constant.

Vlachos and co-workers concluded that the water gas shift

reaction, which involves chemisorbed CO2 and co-adsorbed

CO,O similar to systems reported herein, yields overall simi-

lar results at the Ni(111) surface or the Ni(211) facet.79 There-

fore, we have limited ourselves to the ideal Ni(111) surface.

In order to gain a more complete understanding, simulations

over different surfaces and determination of activation barriers

should be considered, but these investigations are beyond the

scope of this study.

Experimentally, the electroreductive coupling of CO2 to

alkenes is carried out with a sacrifying aluminum or magne-

sium electrode.16–18 Computationally, the monovalent sodium

cation is more convenient than the di- or trivalent cations and

the redox potential is comparable. Therefore, we model the

counterion by Na+. For example, carbonate is simulated as

Na2CO3 instead of Al2(CO3)3. The solvation energy of Na+

is predicted to be -3.14 eV by the implicit solvation model.

At the equilibrium potential, the energy of Na+ in solution

is equal to the energy of Na on the metallic sodium surface,

i.e., the solvation energy is roughly compensated by the work-

function. The solvation energy provided by the implicit sol-

vent model is, thus, fairly consistent with the workfunction of

sodium metal (2.7 V) but shy of the 4-4.5 eV expected based

on experimental data and cluster-continuum models in a simi-

lar solvent.80 Considering that Na+ is co-adsorbed on the sur-

face (or embedded in the salt solid) and therefore never ”fully

solvated” and its energy is obtained from the workfunction

of solid sodium, we did not try to improve the description of

Na+ by including explicit solvent molecules. Furthermore, the

incurred error has an undetermined sign and magnitude com-

pared to the experimentally relevant Al3+ or Mg2+.

The salts (Na2CO3 and Na2C2O4) are modelled as crystals

with two chemical formulas per unit cell. These models are

derived from experimental crystal structures81,82 and are fully

optimized.

To assess the window of the electrochemical stability of

Na+ under our conditions, there is, on the one hand, the work-

function of sodium (∼ 2.7 V), which assures the formal sta-

bility of Na+ down to about -1.8 V vs. SHE with respect to

formation of solid sodium. On the other hand, Na+ adsorption

on Ni(111) is positive (i.e., unstable) within this potential win-

dow (vide infra, Fig. 2). Hence, Na+ is, indeed, the relevant

chemical species under the simulated conditions.

4 Computational Details

The metal surface is modeled as a symmetric p(3×3) Ni(111)

slab with a lattice constant of 3.52 Å and a thickness of 5

layers (the middle layer is frozen in its bulk position), in a

periodic box of 37.35 Å. The spin-polarized electronic struc-

ture is described at the PBE level,83 with an energy cut-off of

400 eV for the plane-wave basis set. The electron–ion inter-

actions are described by the PAW formalism.84,85 All compu-

tations are performed with VASP 5.3.3.86,87 Accounting for

solvation effects is achieved by exploiting the implicit solva-

tion model26,88 as implemented by Hennig and co-workers un-

der the name VASPsol.64 In this model, the electrostatic inter-

action with the implicit solvent is computed based on a lin-

ear polarization model, where the relative permittivity of the

medium is a continuous function of the electron density. A

switching function around a specified isodensity value is used

to vary the relative permitivity from 1 (well ”inside” the sur-

face metal atoms) to the solvent bulk value far away from the

surface. This modified Hartree potential is obtained by solv-

ing the modified Poisson equation. Hence, the polarization

of the system due to the solvent is included self-consistently.

In order to get numerically stable results for the potential in

empty space, the surface tension was set to zero (no cavita-

tion energy) and the critical density value was reduced to 2.5

10−4 e/Å3. The dielectric constant of DMF was set to 37.2.

Note, that when we started this study, VASPsol was incompat-

ible with non-local van der Waals density functionals and we

did therefore not apply them. Since we are mainly comparing

two electrochemical approaches, we do not expect to obtain

qualitatively different conclusions upon accounting for weak

non-bonded interactions. All geometries were optimized to

reach a gradient smaller than 0.05 eV/Å with wave functions

converged to 5·10−5 eV. The precision setting of VASP is set

to ”normal” and the automatic optimization of the real-space

projection operators is used.

The energy of the sodium cation is obtained according to

Eq. 8 with the energy of an atom in bulk sodium (∆GNa) and

the workfunction of the Na(100) surface (U
vac,−⊖−

Na is 2.74 V in
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vacuum and 2.67 V in implicit DMF).

In the SC method, the system is charged and Ne electrons

are present in total instead of the neutral N0 number. In order

to reach an overall neutral cell, a uniform background charge

of opposite sign can be applied. This uniform charge is also

present in the metal slab itself, where it is screened by the

metal. Hence, the ”effective” applied charge is reduced and

the DFT energy must be corrected accordingly. The correction

suggested by Filhol and Neurock46,52,76 reads

Gelec(Uabs) = EDFT(N0)+
z0

Z
(EDFT(Ne)−EDFT(N0))

+
z0

Z
q

∫ Ne

N0

Va(Ne)dNe +Uabs(Ne −N0) (9)

where Uabs is the workfunction for the system with Ne elec-

trons and N0 is the number of electrons for the neutral system.

Z is the interslab repeat vector of one supercell (z-direction)

and z0 is the segment along this direction not occupied by

the metal slab (the radius of the atoms is derived from the

lattice constant), therefore
z0
Z

(in our setup
z0
Z
= 0.703) gives

the ratio of the space in which the homogeneous back-ground

charge is ”active”, i.e., not screened by the metallicity of the

slab. This ”screening” concerns (Ne −N0)
(

1−
z0
Z

)

electrons.

q is the elementary charge and the integral approximates the

interaction energy of the homogeneous background with the

system in order to remove this spurious interaction. The inter-

action is estimated from the electrostatic potential Va, in the

middle between the two symmetric surfaces, which is taken

to be the energy of the ”vacuum”, i.e., it is also used to com-

pute the workfunction. Note, that even though we are using

the symbol G for the free energy (to emphasize that the free

energy change due to electron transfer is taken into account)

Eq. 9 would need to be supplemented by the standard terms

accounting for translational, rotational and vibrational degrees

of freedom in order to be a ”proper” Gibbs energy. When dis-

cussing the results, we will thus refer to ”adsorption energies”

and not ”adsorption free energies”, although they are ”elec-

tronic free energies”.

Energies were obtained for at least 5 different charges for

each system. Subsequently, a parabolic fit was used for ac-

cessing arbitrary potentials. The same procedure is applied

to get the effective charge qsurf(U) at an arbitrary potential.

This data is used to evaluate the charge injection ∆
adsq(U) =

(qslab
surf(U) + Nmol)− q

system
surf (U) for a given reaction, where

Nmol is the sum of the electrons in the isolated molecules (the

counterion, Na+, is considered as a charged species) adsorbed

on the surface. A script for automating these tasks is avail-

able in the supplementary information. Whenever technically

possible, the charges were chosen to obtain an interpolating

parabola between -2 and 1 V (vs SHE). Depending on the sys-

tem this was not possible, as in the highly (negatively) charged

systems the required electrons are not bound on the surface

anymore but spilling out into the ”vacuum”, filled with the

background charge. In these situations, Eq. 9 is not applicable

anymore, which is seen as strong deviations from the parabolic

behavior.

5 Results and Discussion

CO2 electrolysis under aprotic conditions is reported to yield

CO and carbonate or the C–C coupling product, oxalate, de-

pending on the electrode material. We therefore start by inves-

tigating the adsorption of the reactant, CO2, and its dissocia-

tion into co-adsorbed CO and O. Then we consider the influ-

ence of CO2 coverage and the formation of oxalate, competing

with the one of carbonate and carbon monoxide. Investigating

this intrinsic reactivity of CO2 under aprotic, reductive condi-

tions will not only be helpful to understand the mechanism and

selectivity of the carboxylation reaction of alkenes under sim-

ilar conditions, but serves equally well to determine the level

of modelling necessary to conduct such mechanistic studies

for reactions where experimental results are scarce.

We compare the simple linear free energy relationship for

the electrochemical potential (LFER-EP) to the more ad-

vanced surface charging (SC) method. As explained above,

LFER-EP does not describe the polarization of the surface

and imposes a strict coupling of the Na+ and e− transfer. In

contrast, the SC model polarizes the surface according the the

electrochemical potential and electron transfer occurs also in

the absence of a cation transfer. Hence, under strongly reduc-

ing conditions SC and LFER-EP may differ significantly and

SC is potentially more convenient: the cation (Na+) has no

well defined place in the reduced species (in contrast to the

proton which forms regular C–H and O–H bonds), but has to

be introduced in LFER-EP, while it might not be necessary in

SC.

The adsorption of CO2, together with the preferred adsorp-

tion mode of oxalate on Ni(111) as a function of the potential

will be used to assess the limitations of LFER-EP in prac-

tice and the role of the solvent. Having established the con-

sequences of the improved description of SC compared to

LFER-EP, we investigate the coverage effect on CO2 disso-

ciative adsorption and elucidate the origin of the selectivity of

CO and carbonate rather than oxalate formation over Ni(111).

5.1 Comparison of the Potential Dependence of Adsorp-

tion Energies in Vacuum and Implicit Solvent

Fig. 2 shows the energetics and associated charge injection

∆
adsq in the case of CO2 and Na+ adsorption on Ni(111) as a

function of the electrochemical potential in vacuum (left) and

when accounting for solvent effects through an implicit sol-

vent (right). The charge injection is defined as the net charge
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Fig. 2: Adsorption (top) and associated charge injection (bottom) upon adsorption of Na+ (purple) and of CO2 on Ni(111) as

a function of the electrochemical potential in vacuum (left) and implicit DMF (right). Two adsorption modes are compared for

CO2: the intact chemisorption (red) and the dissociative adsorption (i.e., CO and O co-adsorption, brown). Broken lines indicate

the co-adsorption with Na+. The thin lines refer to the LFER-EP, while the thick lines are computed with the SC method.
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applied for the considered potential for the chemisorbed sys-

tem minus that of the bare Ni(111) surface. It hence corre-

sponds to the extra charge that needs to be injected in the pres-

ence of adsorbed species to maintain the potential constant.

The LFER-EP framework is characterized by the distinction of

elementary steps into ”chemical” and ”electrochemical” steps.

The former are rearrangements of nuclear coordinates, while

the latter involve addition/substraction of an electron and its

counterion, e.g., Na+ + e−. Since electron and cation trans-

fer are strictly coupled, the injected charge is simply 1 e− for

electrochemical steps and 0 for chemical steps. As a conse-

quence, only the reaction energies of electrochemical steps

depend on the potential within the LFER-EP approach. Fur-

thermore, all systems are electroneutral. Within the SC model,

however, the number of electrons in the system is individually

adapted to every intermediate to tune the workfunction to the

specified level. Therefore, the chemical and electrochemical

steps are no longer formally separated from each other. In

the text we will frequently refer to ”oxalate” or ”carbonate”

for species adsorbed on the surface. These adsorbates do not

necessarily have the ”net” charge of the corresponding solu-

tion species: adsorbate and electrode form one system and the

(surface) charge is a continuous function of the electrochemi-

cal potential.

We start the comparison of the two methods for including

the electrochemical potential first in vacuum and only in a sec-

ond stage when accounting for solvent effects.

As a first example for a chemical step, consider the adsorp-

tion of CO2 in the absence of Na+ co-adsorption: by construc-

tion, LFER-EP yields an adsorption energy which is indepen-

dent on the potential and the injected charge is strictly 0. How-

ever, when co-adsorbing CO2 with Na+, we are confronted

with an electrochemical step within the LFER-EP framework,

since cation and electron transfer are coupled. The adsorp-

tion energy as a function of the potential has a slope of one,

corresponding to the coupled electron transfer. In the case

of the SC model, the surface charge adapts to the potential.

However, since charges are not well stabilized in vacuum, the

charge variations compared to LFER-EP (strict coupling of

electron and cation transfer), obtained with the surface charg-

ing method, are almost negligible (Fig. 2b): the maximum

difference occurs for Na+ where the charge injection is ∼ 0.9
instead of 1. The number of injected electrons is the main fac-

tor determining the potential dependence: according to Eq. 5

the slope of ∆G(U) is, to first order, proportional to the num-

ber of electrons injected. The inability of vacuum to stabilize

charges implies that minor charge variations change the po-

tential considerably, leading to very small free energy changes

due to potential alignment effects. Since at the same time the

electrons are only marginally better stabilized in one system

than in the other (e.g., on CO2@Ni(111) compared to the bare

surface), the adsorption energies barely change compared to

the zero charge (LFER-EP) results. In vacuum, the systems

are thus effectively electroneutral and introducing a counte-

rion is strongly coupled to an electron transfer. Hence, the

potential dependence for the more detailed SC method is very

similar to the simple LFER-EP method, i.e., adsorption in the

absence of Na+ are basically horizontal lines, while the re-

ductive Na+ adsorption or co-adsorption leads to a strong po-

tential dependence with a slope ∼ 1. Therefore, in vacuum,

where charge accumulation at metals is small, the LFER-EP

is a very reliable approximation.

Accounting for solvent effects leads to a very different pic-

ture when explicitly tuning the electrode potential, while the

LFER-EP lines are quite similar to the ones in vacuum: on

Fig. 2a (right) slopes of the thin lines are unchanged by con-

struction, while intercepts are only affected in the case of Na+

adsorption where the charge distribution is somewhat stabi-

lized by the polarizable solvent. When applying the surface

charging method, the dielectric medium stabilizes charges at

the interface, especially in the presence of adsorbates and as a

result the injected charge significantly deviates from the ideal

values of zero or 1. Equivalently one might say that the di-

electric medium increases the capacitance of the system. For

chemisorbed CO2 or CO,O, the injected charge is significantly

enhanced by the solvent, up to a value of ∼ 0.2e−, and hence

the adsorption energy depends on the potential with a marked

stabilization at negative potentials, where CO2 or CO accu-

mulate a negative charge, which is stabilized by the solvent

(Bader charges on the adsorbate as a function of the potential

and the solvent can be found in the SI). Such a potential de-

pendence is obviously absent in the LFER-EP, Hence, the two

methods considerably deviate in the presence of a solvent. For

example, at U = −1 V CO2 is underbound by 0.4 eV com-

pared to the SC method, which gives an exothermic reaction

for CO2 adsorption below 0 V.

Assuming a constant capacitance (C, see Eq. 7), lines for

SC and LFER-EP cross at the average zero charge potential,

i.e., at the potential that corresponds to the average of the

workfunction of the neutral systems. Note that such an as-

sumption is not involved in the SC model, but might be made

for interpretative purposes. For example, the workfunction of

Ni(111) and CO2@Ni(111) is 0.58 and 1.39 V vs. SHE in

implicit DMF, respectively (see SI). Hence, the thin and thick

full orange-red lines in the graph on the right of Fig. 2a are

expected to cross at 0.99 V. Indeed, at 0.75 V (the limit of the

x-axis in Fig. 2a), the two lines almost cross. The good agree-

ment between the constant C prediction and the actual cross-

ing point gives credibility to the approximation of constant

capacity when comparing similar systems. Furthermore, this

observation justifies to call the potential at the crossing point

the effective potential to which the LFER-EP results of non-

electrochemical steps corresponds to. Hence, the LFER-EP

result for CO2 adsorption in the absence of Na+ co-adsorption
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corresponds to an effective potential of almost 1 V, which is

very far from the reducing conditions of interest herein.

The potential dependence of the Na+ assisted adsorptions

is also considerably modified by the solvent. The injected

charge is markedly lower than 1 for Na+ adsorption since the

polar solvent stabilizes the partial positive charge on Na. This

can be easily explained considering a particular case. Neu-

tral Na@Ni(111) corresponds to a potential of -2.6 V. At this

potential, the bare surface is, however, not neutral, but effec-

tively charged by 0.5 e− for a p(3x3) super cell. Hence, the

injected charge to reach the neutral Na@Ni(111) is only 0.5

e−. The co-adsorption of Na+ and CO2 combines the effects

described above and the charge injection (although not com-

plete to -1) reaches ∼ 0.75e− at strongly reducing potentials.

In other words, Na+ adsorption is not coupled anymore with

a full electron transfer and we are dealing with a somehow

solvated Na+ and partially reduced carbon dioxide. Similarly,

in the case of CO2 dissociation, there is only a rather weak

potential dependence. Nevertheless, in both competing reac-

tions, we clearly obtain a stronger potential dependence in the

presence of the counterion than in its absence, demonstrat-

ing the stabilizing capabilities of counterions without impos-

ing counterion-coupled electron transfers, provided that ionic

species are stabilized in a dielectric medium. The partial in-

jected charge in realistic solvent conditions and their deviation

from the ideal values of 0 or 1 has strong consequences on the

slope of the adsorption energy as a function of potential en-

ergy, that markedly differ between the two methods as seen

on Fig. 2a right. Obviously, in the presence of a high dielec-

tric constant solvent, the LFER-EP is not anymore a reliable

approximation to evaluate adsorption energies.

5.2 Preferred Surface Species and Coverage Dependence

of CO2 Adsorption

In the following section, we will focus more closely on the na-

ture of the preferred surface species as a function of the elec-

trochemical potential. Independent on the scheme and con-

ditions, the dissociative adsorption of CO2 into CO and O is

favored by at least 1 eV at low coverage (1/9 ML), motivating

us to investigate higher coverages. Increasing the coverage

also allows to model carbonate and oxalate formation since

they require at least two CO2 molecules in the unit cell, which

corresponds, in our case to a coverage of 2/9 ML.

As seen in the previous section, SC delivers a more gen-

eral description of the electrochemical systems than LFER-EP,

provided solvation is included. Here, we are discussing the

extreme case of dissociative adsorption of CO2 in the absence

of Na+ co-adsorption as a function of the surface coverage.

By construction, LFER-EP gives constant adsorption energies

for these reactions. Furthermore, CO,O co-adsorption at zero

charge has a workfunction of 1.37 V vs. SHE. Hence, the

LFER-EP result for the dissociative adsorption corresponds to

an effective potential of about 1 V, just like CO2@Ni(111)

(vide supra). This oxidative potential is far from the poten-

tials of interest herein and we will thus not consider LFER-EP

any further in this section. In the SC model, we can compute

the Bader charges as a function of the potential (see SI). This

analysis reveals that the charge on the surface bound oxygen

varies less than the charge on CO when lowering the poten-

tial: the oxygen is already negatively charged like in a surface

oxide and does not accept significantly more electrons. CO3

is, on the other hand, a rather powerful electron acceptor and

hence the injected charge is significantly higher when a CO2 is

coupled to a surface oxygen atom instead of being dissociated

into CO,O (blue compared to brown lines in Fig. 3b). With

the solvent taken into account, the charge injection reaches up

to 0.5 electrons for carbonate at the highest coverage consid-

ered. This significant charge injection goes along with a dra-

matic stabilization of the species at reducing potentials, not

only compared to the LFER-EP results, but also compared to

other surface bound species. For example carbonate and CO

at high coverages (full, blue line in Fig. 3b) gets more sta-

ble than dissociated CO2 at 2/9 ML (broken, brown line) at

potentials <−1.2 V.

This comparison shows that solvent effects are crucial for

the prediction of relative stabilities under electrochemical

conditions and to allow rather decoupled electron transfers.

Hence, for chemical conclusions only SC results with a sol-

vent description are discussed.

Increasing the CO2 coverage from 1/9 to 3/9 ML (see Fig.

3a) goes along with a reduced tendency (per CO2 molecule)

to dissociate CO2. Dissociative CO2 adsorption is even en-

dothermic at a coverage of 3/9 ML for potential > −0.5 V,

while at 2/9 ML the CO2 dissociation is exothermic, but al-

ready less than twice the value for 1/9 ML. Comparing the

dissociated systems with the ones where carbonate is formed

(CO2 + O → CO3), a contrasting picture emerges. At a cov-

erage of 2/9 ML carbonate formation (without counterions) is

still disfavored at all potentials considered, but if a coverage

of 3/9 ML is imposed, carbonate formation is expected even

at mildly positive potentials. Furthermore, since the full, blue

line crosses the broken brown line in Fig. 3a right, the thermo-

dynamically preferred state switches with the potential: from

dissociated CO2 at an intermediate coverage (2/9 ML) for po-

tentials >−1.2 V to carbonate and dissociated CO2, yielding

higher coverages (3/9 ML), for potentials < −1.2 V. The lat-

ter is in fair agreement with the report of carbonate formation

starting around -1.5 V.15,19,89 Nevertheless, even at 3/9 ML

coverage, the dissociative adsorption of CO2 is exothermic at

potentials below -0.5 V in solution, suggesting that CO might

generally be a relevant intermediate in CO2 reduction over Ni,

e.g., even for C–C bond formation with alkenes.

From a chemical point of view we have learned two lessons:
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Fig. 3: Total adsorption energies (top) and associated charge injection (bottom) of one, two and three CO2 on Ni(111) as a

function of the electrochemical potential. The adsorbed species are derived from dissociated CO2, i.e., CO and O (in brown), and

at higher coverages, CO and CO3. Three coverages are considered: 1/9 ML (spaced broken lines), 2/9 ML (broken lines) and 3/9

ML (full lines) in vacuum (left) and implicit DMF (right). The lines in blue correspond to systems where one CO2 has reacted

with a surface adsorbed oxygen atom to give CO3. Thin lines refer to LFER-EP and thick lines to the SC method.
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first, CO2 has a strong thermodynamic tendency to dissociate

on Ni(111) at any potential considered. Nevertheless, strongly

reducing conditions are required to desorb reduced products

(vide infra), i.e., the dissociation at anodic potentials is not

catalytic but just poisoning the catalyst surface. This tendency

to dissociate CO2 is well in line with the frequently reported

CO production during CO2 electroreduction over Ni15,19,89

and the use of Ni as a catalyst at the cathode of solid oxide

electrolyzers of CO2.90 Second, thermodynamically, the sur-

face bound oxygen can be coupled to a second CO2 molecule

yielding carbonates - and carbonate formation is favored at re-

ducing potentials and high surface coverage.

5.2.1 Adsorption Mode of Oxalate Above, we have fo-

cused on CO2 dissociation and the formation of a C–O bond.

As an alternative, the reductive dimerization, i.e., the C–C

bond formation yielding oxalate, has to be considered. When

comparing the relative stability of C2O4 with CO3,CO on

Ni(111) one finds that oxalates are much higher in energy than

carbonates, which is largely due to the important CO adsorp-

tion energy. Nevertheless, the adsorption mode of oxalates

serves as an example for a switch in the preferred adsorption

mode (as opposed to a switch in the preferred surface species)

as a function of the electrochemical potential. Such a switch

is, by definition, absent in the LFER-EP and thus illustrates the

truly atomic, detailed understanding which is obtained with

the SC method.

Fig. 4: ”Perpendicular” and ”parallel” adsorption mode of ox-

alate (C2O4) on Ni(111) on the left and right, respectively.

Fig. 4 shows the geometries of oxalates either adsorbed

”flat”, parallel, to the Ni(111) surface or slightly twisted, ”per-

pendicular”, creating a strong surface dipole and Fig. 5 shows

their adsorption energies. The different magnitude of the sur-

face dipole is also reflected by the workfunction, which is

1.52 and 1.78 V vs SHE for the parallel and perpendicular

adsorption mode, respectively. The first observation is that

with or without implicit solvent, the parallel adsorption mode

is favored in the zero charge picture, which is what would be

discussed in the context of the LFER-EP. However, when ac-

counting for the potential dependence of the two adsorption

modes, a crossing is obtained: in vacuum, quite reducing po-

tentials (<−1.1 V) are necessary to stabilize the perpendicu-

lar mode. However, when accounting for the solvent, the situ-

ation is completely reversed: for potentials as high as 0.5 V the

”perpendicular” mode is more stable, as now the charge accu-

mulation ”far” from the surface is stabilized by the solvent.

In addition, the energy of the adsorbed species is markedly

modified. For example, the surface charging method stabi-

lizes oxalate by 0.7 eV at -1 V compared to the zero charge

picture.

Unfortunately, this implies that the ”zero charge” relative

stabilities (here a difference of about 0.2 eV) are not neces-

sarily representative for the relative stabilities under electro-

chemical conditions. Therefore, even for the ”conformational

search” the potential dependence would need to be accounted

for. However, since this is associated with substantial effort,

we have limited ourselves herein to the lowest adsorption en-

ergy at zero charge. Further studies will try to establish a rapid

pre-screening or ”predictive” scheme which exploits the work-

function differences between competing adsorption modes in

order to identify the structures for which computing the poten-

tial dependence is warranted.

5.3 Reaction Energies for Carbonate and Oxalate For-

mation

Carbonates are possibly formed at high coverages, even in the

absence of counterions. On the other hand, the simplest C–C

coupling product, oxalate, seems to lie at considerably higher

energy. These findings raise the question: with the possibil-

ity of stabilizing counterions, would carbonate form quantita-

tively or could oxalate be dramatically stabilized?

To start with, we consider the reaction energy of the overall

reactions starting from CO2 in gas-phase

2CO2(g)+2(Na++ e−)→ Na2CO3(s)+CO(g)

2CO2(g)+2(Na++ e−)→ Na2C2O4(s)

yielding the Na2CO3(s) and Na2C2O4(s) salts, which are, for

computational efficiency, modelled by perfect periodic crys-

tals (see section Models). These salts are dissolved by high

dielectric solvents such as DMF. Hence, their true energy (e.g.,

as ion pairs in solution) is lower than assumed herein. These

reaction energies are given as a function of the potential in

thin broken lines in Fig. 6. For sake of consistency with

the adsorption energies discussed above, reaction energies are

”electronic” energies, i.e., neglecting zero-point and thermal

corrections.

If the overall reaction is uphill at potential U , then the re-

action is unlikely to proceed at room temperature. Hence,

we first investigate the overall thermodynamics of quantitative

formation of crystalline sodium carbonate and sodium oxalate

starting from CO2, Na+ and electrons at a potential U that is

sufficiently reductive (see broken lines in Fig. 6). In the case

of carbonates, the side product is carbon monoxide, which has

to be desorbed from the surface in order to close the catalytic

cycle. This step is endothermic by about 1.9 eV and there-

fore the formation of crystalline sodium carbonate requires
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Fig. 5: Adsorption energies of two CO2 molecules, in the form of oxalate as a function of the electrochemical potential. The

oxalate can be adsorbed ”parallel” to the nickel surface (dark green) or perpendicular (green). Thin lines refer to the zero charge

picture while broken lines refer to the surface charging method. The graph on the left and right correspond to vacuum and implicit

DMF, respectively.

a minimal potential of -1.25 V for the combined reaction to

be exothermic, in reasonable agreement with the reported on-

set potential around -1.5 V.15 Oxalate formation, on the other

hand, is thermodynamically much more accessible: already at

potentials lower than -0.6 V, the formation of sodium oxalate

is thermodynamically feasible.

Since both carbonate and oxalate formation are surface as-

sisted processes, the second relevant question is if these re-

actions are feasible on the surface. Hence, we investigate the

transformation of chemisorbed CO2 to adsorbed products. De-

pending on the potential, the reactant and/or the products are

co-adsorbed with Na+ and the corresponding SC reaction en-

ergies are represented in thick lines in Fig. 6. Concerning

the reactant, the co-adsorption of CO2 with Na+ is favored at

stronlgy reducing potentials. This change in the energy ref-

erence leads to a discontinuity in the reaction energies and is

indicated by a vertical line Similarly, for each segment, the

most stable product is indicated on Fig. 6 at the given coverage

(i.e. 2/9 ML): the number of co-adsorbed Na+ increases with

more and more reducing (more negative) potentials. These

changes of the number of cations lead to the other disconti-

nuities in the reaction energy. Since we are considering reac-

tion energies, the reference energy is different from that of the

preceding figures, which modifies the aspect of the potential

dependence. The potential dependence of relative energies is

directly related to the difference in workfunction. The change

in workfunction (potential of zero charge) is often larger for

an adsorption process than for a surface reaction. Therefore,

the potential dependence of reaction energies is often less pro-

nounced than for adsorption energies. Nevertheless, since the

workfunction still changes during a reaction, the SC method

delivers more reliable results in general and we are only show-

ing and discussing these results.

The oxalate formation is shown as a green line in Fig. 6: at

potentials > -0.5 V, Na+ does neither co-adsorb with the reac-

tant nor with the product in vacuum and formation of oxalate

on the surface is endothermic. For lower potentials, one coun-

terion is co-adsorbed with oxalate, but not with CO2, giving

rise to the noticeable potential dependence of the reaction en-

ergy. Furthermore, at potentials lower than -0.9 V, the surface

catalyzed reaction could take place at a reasonable rate since it

is exothermic, provided that there is chemisorbed CO2 avail-

able and not only CO and O. At potentials lower than -1.25

V, the reactant is CO2, co-adsorbed with Na+ that yields sur-

face adsorbed sodium oxalate (Na2C2O4). However, the po-

tential dependence of the elementary reaction is almost neg-

ligible in the absence of Na+ co-adsorption, i.e., the capaci-

tance and workfunction of C2O4@Ni(111) is not significantly

larger than that of CO2@Ni(111). The situation for carbonate

formation is similar as for oxalate formation, except that ther-
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Fig. 6: Reaction energies of two CO2 as a function of the electrochemical potential in vacuum (left) and implicit DMF (right).

Thick lines refer to reactions starting from chemisorbed CO2 yielding adsorbed products, e.g., CO3,CO (blue): 2 COads
2 →

CO,COads
3 , with the number of co-adsorbed Na+ adapted according to the potential. Thin lines refer to the overall reaction:

isolated CO2 reacts with electrons and counterions to yield precipitated salts, e.g., Na2C2O4(s) (dark-green): 2 CO2(g) + 2

Na+ + 2 e− → Na2C2O4(s). The vertical red lines indicate the point where the reactant changes from CO2,Na@Ni(111) to

CO2@Ni(111).

modynamically it is much more accessible on the surface, not

the least because of the CO@Ni(111) byproduct. Hence, car-

bonate formation is preferred over oxalate formation on the

Ni(111) surface, although the overall reaction energy is less

favorable. Nevertheless, the dominating surface species down

to -1.75 V is CO,O, which itself might react with additional

CO2 to yield carbonate, but is not expected to form oxalates.

Na+ co-adsorption provides less stability under solvent

conditions than in vacuum. For instance, surface adsorbed ox-

alate is stabilized by Na+ at potentials below -0.5 V in vac-

uum, but only below -1.0 V in implicit DMF. As a conse-

quence, the surface reaction forming C2O4 is isoenergetic at

∼-0.9 V in vacuum, but it takes -1.9 V when solvating the

systems. Hence, oxalate formation on Ni(111) is even less ex-

pected under solvent conditions than in vacuum. Furthermore,

adsorbed oxalate is more compact and thus less accessible to

the solvent than two chemisorbed CO2 molecules, resulting

in a loss of solvation energy for oxalate formation. Although

similar remarks apply to carbonate formation, the details dif-

fer slightly, mostly because the solvent effect is enhanced for

carbonate compared to oxalate. Finally, the relative stability

of CO,O (2/9 ML) compared to carbonate in solvent varies

less with the potential than in vacuum. Nevertheless, at very

reducing potentials carbonate formation becomes competitive

with the poisoning of the catalyst by the CO,O surface layer,

just like in vacuum. Hence, the combination of unfavorable

oxalate formation on the surface with the overwhelming com-

petition of CO2 dissociation and carbonate formation makes

oxalate formation unlikely over a nickel catalyst despite a fa-

vorable overall reaction energy. In contrast, carbonate and

carbon monoxide formation is likely at low potentials. This

selectivity between the two possible products of CO2 elec-

troreduction under aprotic conditions over Ni is in excellent

agreement with experimental observations: oxalate formation

accounts for less than 10% of the current density, while CO

formation is the major product observed under aprotic condi-

tions.11,14,15

6 Conclusion

Investigating by first principles the intrinsic reactivity of CO2

on Ni(111) under electrochemically reducing conditions in
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aprotic media, we have compared two approaches that take

the electrochemical potential into account. Furthermore, the

comparison exploits a recently implemented implicit solvent

model64 to move towards more realistic conditions than vac-

uum.

The present study evidences that the zeroth order method

for including the electrochemical potential (LFER-EP) is a

valuable tool to quickly assess the thermodynamic aspects of

electrocatalysis in vacuum, which often gives a good indica-

tion of the processes under more realistic conditions. For ex-

ample, this highly efficient approach correctly identifies the

dissociative adsorption of CO2 yielding CO and O as exother-

mic at all relevant potentials and predicts the formation of car-

bonates, rather than oxalates, over Ni(111). This preference is

due to an insufficiently stabilizing interaction of oxalate with

the surface. The surface charging method (SC) allows to vary

the charge on the adsorbates as a function of the potential.

Therefore, in contrast to the LFER-EP, which is limitted to

cation coupled electron transfers, the SC method stabilizes the

chemisorption of CO2 at reducing potentials even in the ab-

sence of counterions. While the LFER-EP results are insen-

sitive to the inclusion of an implicit solvent description, the

situation is dramatically modified when explicitly accounting

for the electrochemical potential by charging the electrode.

The solvent strongly increases the capacitance of the surface

and hence the surface charge for a given bias potential. Even

the rather simplistic solvation model applied herein gives rise

to marked changes in electrochemical reactivity compared to

vacuum. Most strikingly, the charge injection is system de-

pendent and differs significantly from the ideal values of 0 and

1. As a consequence, adsorption energies are potential depen-

dent when accounting for solvent effects. This results, even

in the absence of counterion co-adsorption, in a potential de-

pendence of the most stable surface species, e.g., formation of

carbonates rather than just CO and O for coverages above 2/9

ML, and the preferred adsorption mode of oxalate, while such

a dependency is inherently absent in LFER-EP. In summary,

the SC method coupled with an implicit solvent model gives

access to a wealth of detailed information beyond the LFER-

EP. Therefore, we recommend this more advanced, but still

quite efficient, model when seeking an understanding of the

fundamental processes in an electrochemical interfacial sys-

tem.
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