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Abstract.  

Although titanium dioxide (TiO2) has been extensively studied and widely used in energy and 

environmental areas, the amorphous form and its related defect properties are poorly understood. 

Recent studies, however, have emphasized the crucial role of amorphousness in producing 

competitively good performance in photochemical applications. In this work we have 

investigated for the first time the effects of various dopants (B, C, N and F) on charge carrier 

transport in the amorphous titanium dioxide (a-TiO2), given that doping is a common technique 

to tune the electronic properties of semiconductors and the existence of these impurities could 

also be unintentionally introduced during the synthesis process. The a-TiO2 model was obtained 

using classical molecular dynamics method, followed by density-functional theory calculations 

(DFT+U, with Hubbard correction term U) on electronic structures and defect states. The 

doping’s of these impurities were found to be more favorable in a-TiO2 by several eV compared 

to their crystal counterparts (rutile). The contributions of these defect states to the charge transfer 

processes were examined by means of Marcus theory.  
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1. Introduction 

Titanium dioxide (TiO2) has shown broad applications for various technologies and 

engineering, including photosynthesis, solar cells, biomedical devices, rechargeable batteries, 

hydrogen storage and sensors 
1, 2

. In comparison to the crystalline counterparts (rutile, brookite 

and anatase), the amorphous TiO2 (a-TiO2) has huge advantage for the large-scale production 

due to the cost-effectiveness of growth techniques as well as its ability to form smooth interface 

with substrates of different lattice constants. Although it was believed that the amorphicity could 

diminish the electrochemical activity, such as limiting the charge carrier lifetime and decreasing 

their mobilities; recent studies have shown otherwise, with reported improved a-TiO2 efficiencies 

as photocatalysts, substrates and protection layers 
3-10

. In particular, the role of amorphousness 

and defects states in the amorphous structure could be of great interests. For example, as reported 

lately 
6
, the ALD (atomic layer deposition) a-TiO2 can be used as a protection layer of the 

photoanodes in solar cell water splitting while effectively conducting hole. In a previous study, 

our theoretical calculations have suggested that the oxygen vacancy might induce a mid-gap state 

via which the hole is conducted in this “leaky” a-TiO2 thin film 
11

. 

Due to the complexity to define the amorphous disorder and control its parameters, the 

electronic and photochemical properties of a-TiO2 were not thoroughly characterized and it 

remains to be quite a challenging problem 
12-22

. However, the fundamental understanding of its 

electronic structures and their correlations to the atomic structures is essential to improve the 

materials design and production, in particular to meet the high standards of next-generation 

devices for industrial-scale applications. In general, the effects of doping and defect introduction 

in crystals would be more straightforward that they could either significantly improve or degrade 

the materials’ properties, including their energetics, chemical activities and mechanical 

performances 
23, 24

. For TiO2 crystals specifically, the issue of how to tune their photochemical 

properties with dopants has been extensively examined 
25-37

. For instance, among well-

established techniques is to dope TiO2 with Nitrogen to narrow the band gap of rutile and anatase 

26, 27, 33
. Nevertheless, the scenario might be very different and much more complicated when the 

amorphous phase is presented. Given that the contamination of lightweight impurities to some 

extent might be hard to avoid during the synthesis process, it is necessary to understand the 

effects of these defects in combination with the structural disorder. In this work, we have 

attempted to investigate specifically the behaviors of second-row elements (B, C, N and F) in the 
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 3

amorphous TiO2, their electronic states and possible contributions to the charge conduction 

process. Our ab initio calculations suggested that a-TiO2 could be relatively easy to dope, with 

the dopant formation energies of several eV lower than those in their crystal (rutile) counterparts. 

Subsequently, the defect states induced by those impurities could be more prevalent in the 

amorphous phase. However, the calculations on charge transfer using the Marcus theory 

indicated that the electronic conductivities via these defect channels are quite low due to the 

localization nature of the charges.  

 

2. Computational details 

We used molecular dynamics (MD) simulation with classical force field to obtain the 

amorphous model of titanium dioxide. The interatomic potentials between Ti-Ti, Ti-O and O-O 

pairs are characterized by the Matsui-Akaogi force field 
38

, which has shown to successfully 

reproduce the structural properties of the crystals, as well as the liquid and amorphous TiO2 
39

. 

The potential energy of this Matsui-Akaogi force field is described as a sum of pairwise 

contributions representing the Coulomb, dispersion and repulsion interactions. The 

amorphousness was produced using the “melt-and-quench” technique with the MD simulation, 

followed by further atomic relaxation by first-principles calculations. The detailed computational 

procedure on this “melt-and-quench” process, as well as the structural characterization of a-TiO2, 

was presented and analyzed in our previous publication 
11

. 

Density functional theory (DFT) 
40

 as implemented in the Vienna ab initio Simulation 

Package (VASP), 
41

 was employed to perform the first-principles calculations. The DFT 

calculations used the electron projector-augmented wave methods 
42

 with the PBE  generalized 

gradient approximation (GGA)  exchange–correlation functional 
43

, plus an on-site Ti d state U 

correction (DFT+U, or say GGA+U) 
44

. The value of U = 4.2 was applied for the Coulomb 

correction to the Ti 3d states, which was reported to well describe the electronic properties and 

defect states in crystalline titanium dioxide 
25, 45

. A plane-wave cut-off of 400 eV was used and 

the magnetic moment was accounted for by performing spin-polarized energy calculations. For 

the k-space sampling, we used a 2x2x3 Monkhorst-Pack grid 
46

 for both 216-atom rutile and 

amorphous TiO2 supercells. For the calculations of charge mobility, we also performed the 

HSE06 calculation 
47

 which is expected to be more reliable than the GGA+U. Due to their 

relatively high computational cost, a single k-point (1x1x1) was used for the HSE06 calculations. 

Page 3 of 13 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 4

The formation energy of each impurity substitution (B, C, N and F in place of O) with 

charge state q is calculated as follows 
48

: 

∆����� = ����� − ��
���� − ��� + ��� + ��� + ��� + ������ + �� + ∆��   (1) 

where �����	and ��
����	are the total energies of the supercell with and without the impurity 

substitution. µI and µO are the elemental chemical potentials of the impurity (boron, carbon, 

nitrogen or fluorine) and oxygen, referenced to the elemental energy �� and EO of their ground 

states (we used the simple rhombohedral form of boron, graphite for carbon and gas phases for 

nitrogen, fluorine and oxygen). For simplicity, we assume B-, C-, N-, O-, F-rich conditions, i.e. � 

= 0 for all cases. �� is the Fermi energy level referenced to the valence band maximum (VBM) 

eigenenergy of the bulk TiO2 system, and ���� is the VBM eigen energy of the bulk system 

when the averaged Hartree potential is set to zero. The term ∆� is added for the correction of the 

electrostatic interaction caused by the limited size of the supercell, obtained by taking the 

shifting of the 1s core-level energy of a Ti atom (located far away from the impurity site) 

between the neutral impurity and charged cases.  

  

3. Results and Discussion 

3.1. Defect states of impurity dopants in a-TiO2 

Figure 1 presents the calculations of formation energy for different impurity defects in 

the amorphous and rutile TiO2, including BTi (replacement of Ti by B), CTi (replacement of Ti by 

C), CO (replacement of O by C), NO (replacement of O by N) and FO (replacement of O by F). 

We have to mention that, in a-TiO2, there are different sites to replace Ti and O, which tend to 

yield different formation energies. The reported formation energies in Figure 1 are the lowest 

ones for the corresponding impurity species. The substitution sites were chosen as described in 

the following procedure. It was found that the VBM and CBM of the amorphous TiO2 are 

localized on some oxygen and titanium atoms instead of being delocalized all over the supercell 

11
. Those O and Ti are used as the most favorable sites for impurity substitutions.  

In Figure 1, only the charge state with lowest energy (at a specific Fermi energy) was 

plotted for each element. They all follow the trend that the formation of the impurity in a-TiO2 is 

energetically more favorable (several eV lower) than its counterpart in the rutile phase. This 

suggests that the presence of these impurity atoms in the amorphous TiO2 could be more 

prominent than its rutile counterpart.   
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 5

The calculation shows that the BTi defect tends to be more stable at the -1 charge state in 

both phases, except when EF is very close to the VBM in a-TiO2 (Figure 1a). The substitution of 

Ti by B only induces the tail state at the VBM for the rutile crystal. On the contrary, the neutral 

BTi in a-TiO2 results in a clear mid-gap state (Figure 2a), probably due to a more pronounced 

reconstruction of the local lattice. However, according to the formation energy calculations, this 

unoccupied orbital could be readily filled up as long as the Fermi energy is slightly above the 

VBM. Upon further lattice relaxation after this state is occupied, this state merges into the 

valence band and recovers a clean band gap. In other words, if the Ti
4+

 is first removed and then 

filled up by a B
3+

, it will end up with a -1 charged state and this -1 charged state will not have 

any in-gap states as shown in Figure 3a. This observation is consistent with what was seen in 

other oxides or ionic materials 
11, 49

: when the ion is removed by its ionic charged state, the 

system may not have an in-gap state after the structural relaxation. The CTi, meanwhile, can only 

have the neutral charge due to the identical number of valance electrons between C and Ti and 

no defect state is expected (Figure 2b, g). The substitution of Ti by C, therefore, might has little 

effect in terms of changing the electronic and transport properties of this system.  

Unlike BTi, the transition between different charge states can be observed clearly in the 

middle of band gap for O replacement: CO, NO and FO (Figure 1). The case of CO deserves some 

attention here. When O is substituted by a neutral C in r-TiO2, two orbitals are left empty and 

they would be seen as empty mid-gap states (Figure 2h). However, in the amorphous structure, 

those empty energy bands only exist before the structural optimization. After the lattice 

relaxation they are shifted up and merge into the CBM, and only occupied defect states could be 

seen (Figure 2c). The introduction of NO (and FO), nevertheless, results in an unoccupied (and 

occupied, respectively for FO) defect state in both r-TiO2 and a-TiO2 due to the missing (or 

excess) of the electron (Figure 2 d, e, i, j). 

Similar to �����, the formation of ionic  ��!induces no mid-gap state in both r-TiO2 and a-

TiO2, after the structural and electronic relaxations were performed (Figure 3d, h). However, this 

is no more the case for "�#� and $���: the occupied defect states are observed in the middle of the 

band gap for both r-TiO2 and a-TiO2, even after the atomic structure is fully relaxed. Thus we see 

that, in addition to the isovalent case of CTi, there are no states inside the band gap for the more 

ionic cases of ����� and  ��!. However, for the more covalent states of "�#� and $��� the mid-gap 

states could still be seen.  
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 6

 

Figure 1. Formation energy of defects (B, C, N and F) as a function of Fermi energy in: a) 

amorphous TiO2 and b) rutile TiO2. The impurity-rich and O-rich conditions were used in 

equation (1). The turning points show the level of transition energy between different charge 

states. Positive slope means positively charged state, while negative slope means negatively 

charged state 

 

 

Figure 2. Density of states of amorphous and rutile TiO2 with substitution of Ti and O by B, C, N 

and F in their neutral charge states (DFT+U calculations) 
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 7

 

Figure 3. Density of states of amorphous and rutile TiO2 with substitution of Ti and O by B, C, N 

and F in their ionic charge states (�����, "�#�, $���,  ��!). The results are plotted from DFT+U 

calculations 

 

 3.2. Examination of charge mobility via the defect channels 

We have shown that the amorphous TiO2 could be more prone to the defect formations 

than its crystal counterpart r-TiO2. Many of them have impurity states in the middle of the band 

gap. It would be interesting to investigate the possibility of using these states as the channels for 

charge transport. In order to evaluate the charge conductivity, we use the Marcus theory to study 

the charge hopping rate from one defect site to a neighboring defect site. The concentration of 

defect substitution is one impurity atom per one supercell (1.5 at. % for BTi and 0.7 at. % for CO, 

NO, FO, respectively). The transfer rate therefore corresponds to the hopping from one defect 

location to its periodic image in the simulation. The charge transfer rate 1/τ, according to the 

Marcus theory, could be calculated as follows 
50

: 

%�� = &'#( )
*+,�-. exp 2−

3*!45�467.
8*+,� 9     (2) 
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 8

where kB is the Boltzmann constant, - is the Planck constant, T is temperature, λ is the 

reorganization energy of the system when the charge is conducted from one site to another, and 

Vc is the electronic coupling between two states involved in the transfer. In our work, this state-

state coupling Vc was estimated from the impurity state k-point dispersion in a periodic box. 

According to a simple one band tight-binding model, the band energy difference between the 

supercell Γ and X points is 4Vc. The reorganization energy λ due to the charge transfer is 

calculated as: �:�;:� + �:���;:��� − �:�;:��� − �:���;:�, where EN and EN-1 are energies 

for systems with N and N-1 electrons.	RN and RN-1 indicate the relaxed atomic structures with 

respective number of electrons (N and N-1). Since TiO2 usually can only be doped as n-type, we 

will study the charge transfer in the n-type cases. Under the n-type situation (Fermi energy close 

to CBM), the charge states of these defects are �����,	"�#�, $��� and  �<. As seen in Figure 3a, ����� 

results in a clear band gap, thus no inside-band-gap conduction channel would be of interest. 

Meanwhile, other defects ("�#�, $��� and  �<) result in occupied mid-gap states that could 

possibly be used for hole conduction. In this work, therefore, we will calculate the conductivity 

that corresponds to the hopping of holes via these otherwise occupied channels. 

The Ei and Ef  represent the total energy of the system before and after the charge transfer 

between neighboring defect sites (in this work, we use Ef = Ei). Using a random walk formula in 

a square lattice, the carrier mobility µ can be given from the hopping rate 1/τ as 
51

: 

� = 6�># �%?�@�⁄                                                  (3) 

here e is the elementary charge and b is the supercell lattice (which corresponds to the hopping 

distance in our calculations). 

The calculated values of τ and µ for hole transfer via the occupied defect states in 

amorphous TiO2 at room temperature are tabulated in Table 1. The DFT+U calculations suggest 

that the hole transport in this context has relatively slow rate; as a consequence, the conduction 

of charge carriers is insignificant. In addition to the DFT+U, we also performed additional 

calculations using the DFT* and HSE06* methods, where the asterisk sign (*) in Table 1 

indicates that we used the pre-optimized structures from DFT+U for further computations with 

DFT and HSE06. By employing this technique, we try to work around the fact that it would be 

computationally expensive to obtain the relaxed atomic structures for several-hundred-atom 

systems with hybrid calculations. More specifically, the reorganization energy λ* is calculated 
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 9

using the formula �:�;:∗ � + �:���;:��∗ � − �:�;:��∗ � − �:���;:∗ �. Here R* represent the fully 

relaxed structures taken from DFT+U calculations, and the energies E are evaluated using self-

consistent HSE06 (or DFT) methods (see Supplemental Information). The coupling constants Vc 

in the (*) methods are obtained from the band energy difference between the Γ and X points 

(4Vc) from self-consistent HSE06 (or DFT) calculations (performed with the pre-optimized 

DFT+U configurations). The justification and the accuracy of this procedure were discussed in 

more details in Ref. 
11

.  

The hybrid calculations (HSE06), in addition,  also suggest low conductivity of charge 

via the defect channels provided by all "�#�, $��� and  �<. In general, the observed low mobility 

could be partially due to the localization nature of these states (Figure 4). Table 1 shows that the 

hopping rate obtained by DFT is always higher than those from HSE06  and DFT+U methods. 

This overestimation of electronic conductivity by DFT could be explained by the fact that DFT 

unarguably fails to describe the occupancy of localized states of d orbitals, which in turn results 

in a higher electronic coupling between neighboring defect states and a significantly lower 

hopping barrier (reorganization energy) in the calculation. From this perspective, the DFT+U and 

HSE expectedly produce a better description of the atomic-like defect charge states. The charge 

transport predicted by DFT+U and HSE06 are relatively at the same order for "�#�and $���, yet 

the DFT+U calculations yeilds higher rate and mobility for the  �< case (Table 1). Unfortunately, 

there are no experimental reports for a head-to-head comparision of these defect-state 

conductivity data in a-TiO2, especially for low temperatures. However, given that the hole 

mobility via bulk conduction in r-TiO2 is theoretically estimated at about 5.1x10
-3

 (cm
2 

V
-1

s
-1

) 
51

, 

our calculations (by either DFT+U and HSE06) would suggest limited contributions of these 

defect states to the electronic conductivity in a-TiO2 in the overall framework. These 

calculations, on one hand, challenge the hypothesis that the hole conduction in the “leaky” a-

TiO2 
6
 could be a result of C or N defects. On the other hand, it would further support the 

suggestion in our earlier work 
11

 that oxygen vacancy plays its role here for the “mysterious” 

hole transfer at an energy level far above the valence band maximum. 
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Table 1. Hole hopping rate and mobility via defect states ("�#�, $��� and  �<) in amorphous TiO2 

(room temperature). The DFT* and HSE06* calculations were performed using the pre-

optimized structures from DFT+U 

 

 

λ, eV Vc, meV Transfer rate τ-1 (s-1) Hole mobility µ (cm2 V-1s-1) 

DFT+U DFT* HSE06* DFT+U DFT* HSE06* 
DFT+U DFT* HSE06* DFT+U DFT* HSE06* 

"�#� 0.90 0.21 1.09 0.63 0.50 0.62 1.1×106 1.2×109 1.6×105 4.9×10-6 5.3×10-3 7.3×10-7 

$��� 1.07 0.95 1.30 0.28 0.33 0.25 3.8×104 1.7×105 3.1×103 1.7×10-7 7.9×10-7 1.4×10-8 

 �< 0.67 0.35 1.18 0.35 0.55 0.15 3.8×106 2.9×108 3.5×103 1.7×10-5 1.3×10-3 1.6×10-8 

 

 

 

Figure 4. Band decomposed wave function isosurfaces of the defect states (covering 90% of 

charge) induced by impurities in amorphous TiO2: a) "�#� as in Figure 3b, b) $��� as in Figure 

3c), c)  �< as in Figure 2e. Blue sphere – Ti, red – O, black – corresponding impurity element (C, 

N or F). The DFT+U calculations are presented  

 

4. Conclusion 

In summary, we have investigated the energetics and conductivity of defects states in 

amorphous titanium dioxide induced by second-row non-metal elements B, C, N and F. The cost 

of doping in a-TiO2 could be energetically more favorable (by several eV lower) compared to r-

TiO2, probably as a result of the structural disorder and bonding frustration. Under the n-type 

situation (Fermi energy close to the conduction band minimum), the substitutions of Ti (by B and 

C) and O (by C, N and F) possess the charge states as �����, "��< ,	"�#�, $��� and  �<, respectively. 

Among these defects, only "�#�, $��� and  �< would induce the mid-gap states. Our ab initio 

calculations using the Marcus theory, however, indicate that the hole conduction via these defect 

channels would be relatively limited. The analysis of charge binding further shows that these 
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states are quite locally bound, which may partially be responsible for the low conductivity by the 

hopping mechanism.  
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