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Strong ultrashort laser pulses have opened new avenues for the manipulation of photochemical processes like photoisomerization
or photodissociation. The presence of light intense enough to reshape the potential energy surfaces may steer the dynamics of
both electrons and nuclei in new directions. A control laser pulse, precisely defined in terms of spectrum, time and intensity, is
the essential tool in this type of approaches to control chemical dynamics at a microscopic level. In this Perspective we examine
the current strategies developed to achieve control of chemical processes with strong laser fields, as well as recent experimental
advances that demonstrate that properties like the molecular absorption spectrum, the state lifetimes, the quantum yields or the
velocity distributions in photodissociation processes can be controlled by the introduction of carefully designed strong laser
fields.
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1 Introduction

Dynamic control of chemical reactions or photochemical pro-
cesses has only been possible with the development of laser
technology.1–14 Two different avenues were followed ini-
tially. On one hand, adiabatic control15,16 and coherent con-
trol17 emerged from non-linear high-finesse spectroscopic
techniques. For instance, quantum control is needed to im-
prove the yield of a Raman transition avoiding fluorescence
in the stimulated Raman adiabatic passage (STIRAP) scheme
of Eberly and coworkers18 and Bergmann and coworkers.19

It is also needed to select a target state from a set of de-
generate quantum states in the coherent control schemes of
Brumer and Shapiro.20 Basically, the relative phase between
the pulses and the sequence by which isolated Hamiltonian
resonances act in the dynamics play the essential role in deter-
mining the outcome of the desired molecular process, which
is pre-designed by the controller. The control is thus exerted
mainly in the frequency domain, by focusing several phase-
locked laser beams or designing specific sequences of pulses.
Interesting theoretical concepts, like the dressed states, have
their roots in these original ideas. On the other hand, pump-
dump control21 or quantum optimal control theory22,23 and
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adaptive learning control24 emerged from the development of
ultrafast dynamics spectroscopy.25 The key idea is the gener-
alization of the pump-probe scheme. As is well known, pump-
probe spectroscopy is based on an ultrafast (typically fem-
tosecond) pump pulse that photo-initiates the dynamics in the
Franck-Condon region of a molecular electronic excited state,
followed by a second (possibly) ultrafast pulse, time-delayed
with femtosecond time precision, that probes the evolution of
a wave packet as it travels along the reaction coordinate.26,27

But pump-probe pulses can be used for purposes other than
spectroscopic; they can be designed to induce a particular dy-
namical response in the molecule. In the simplest Tannor and
Rice scheme,21 this response is selected by controlling the
time-delay of the pulses. While scanning different time-delays
allows to characterize the “full movie” of the dynamics of the
wave packet, one can single-out a particular frame, where the
wave packet is located at the desired position. Typically then
the probe pulse is in fact a dump pulse that partly restores the
chosen wave packet on the ground state. In any case, the con-
trol here requires using strong probe pulses, as one does not
seek to trace but rather to move the population. Experimen-
tally, the assessment of the yield of the process may require an
additional third laser that should work as a proper probe of the
control.

A first step towards putting both traditions together was
conceived by making the pump, rather than the probe (or
dump), the main control driver. An ultrashort, minimal time-
width pulse implies a transformed-limited maximally coherent
pulse, but the phase relation between different spectral com-
ponents can be manipulated in pulse-shapers, inducing tempo-
ral profiles in the pulses as complex as demanded.28–30 In the
simplest case, the phase varies quadratically in time, induc-
ing what is called a linear chirp (the instantaneous frequency
changes linearly from red to blue or blue to red as the pulse
proceeds). In the adiabatic rapid passage (ARP) scheme15,16

the yield of an optical transition is greatly enhanced using
chirped pulses where the frequency sweeps across the reso-
nance. Other phases have been used to modulate, mask certain
frequencies or split the original pulse into sub-pulses.31–33 In
more complex systems the key to control the dynamics is en-
tailed in the constructive and destructive interfering processes
of the system dynamics. For instance, several frequency com-
ponents can work in parallel with certain phase relationships,
as in the Brumer-Shapiro scheme.17 In general, in order to
synchronize the multispectral nature of the Hamiltonian dy-
namics with respect to the pulse characteristics, quantum op-
timal control theory has been proposed7,8,22,34. In all these
schemes a phase and/or amplitude modulated pulse is the main
control tool. In most practical cases, techniques such as mass
spectrometry35,36, laser-induced fluorescence, resonance en-
hanced multiphoton ionization (REMPI), photoelectron spec-
troscopy37,38, ion imaging38, or photoelectron photoion coin-
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cidence imaging39,40, were used as probes of the process to
be controlled. A most effective experimental set-up, usually
referred to as adaptive learning, was proposed by Rabitz et
al.; it consists of coupling the pulse-shapers that modulate the
control pulse with learning algorithms that retrieve the infor-
mation from the probe in a closed-loop design.24 In the last
fifteen years, many experimental results in the laser control
of photofragmentation of complex molecules10,34,41–48 or con-
trol of photochemistry in the condensed phase49–51 have val-
idated this idea, but the challenge remains in interpreting the
control mechanisms that lead to the general efficiency of the
method.42,48,50,52–55.

Besides the time or frequency domain features of the pulses,
the laser intensity constitutes another essential control knob
that is recently gaining a leading role in new control scenar-
ios. Beyond intensities larger than the TW cm−2, nonlin-
ear multiphoton transitions may occur. Additionally, Autler-
Townes resonances56 and strong Stark shifts57,58 modify the
electronic forces and reshape the potential energy surfaces.
Static phenomena like bond hardening in a laser-free disso-
ciative state59 or bond softening of the ground state60 were
first observed and interpreted theoretically through concepts
like the light-induced potentials or LIPs.61–64 Many schemes
were devised for selective transfer of vibronic population
through the LIPs, as in the adiabatic passage by light-induced
potentials (APLIP) scheme63,65–70, sometimes with the use
of chirped pulses, as in the chirped adiabatic rapid passage
(CARP)71–73 and by a sequence of non-resonant pulses or
through resonance, as in the selective population of dressed
states (SPODS) scheme.74–77 In addition to selective exci-
tation, schemes were conceived to control other molecular
properties or functions, as the adiabatic squeezing of the nu-
clear wave function78, the controlled elongation of the bond
distance, as in the laser adiabatic manipulation of the bond
(LAMB) scheme79–86 or the control of intramolecular transi-
tions in the molecule, whether induced by spin-orbit couplings
(intersystem crossing)87–90 or via nonadiabatic couplings (in-
ternal conversion).91 Schemes based on preparing coherent
superpositions of electronic states, inducing ”charge-directed
reactivity” through subfemtosecond tailoring of the light elec-
tric field have been excellently reviewed recently92 and fall
beyond the scope of the present article.

Most of the aforementioned schemes require the use of two-
to-several strong fields, all of them implied in the control of
the dynamics. The main challenge in applying the schemes
lies in the need for selecting a very specific channel (typi-
cally a two-photon transition) from the set of all possible quan-
tum pathways opened by the strong field couplings. Although
strong fields can be used to control ionic channels,93–97 in the
case of control of neutral states they will certainly produce
unwanted multiphoton processes that can reduce the yield of
the desired transition. Moreover, phenomena like multiphoton

ionization, field ionization and Coulomb explosion will hinder
the success of the selected process. Hence the need for work-
ing in the subtle regime of so called moderately intense laser
fields. On the other hand, if one can disentangle the dynamics
of the ion from the dynamics of the neutral molecule, the ion-
ization process can be used as a probe of the dynamics, saving
the necessity of using another laser as the probe. Additionally,
strong laser pulses may induce alignment (and sometimes ori-
entation) in the molecule57,98–100, which not only facilitates
the control of the stereodynamics of the process, but may also
avoid the average of the yield as a function of the orientation
of the molecule with respect to the laser polarization.

An important experimental advance in the development of
moderately strong laser control strategies came with the in-
troduction of a scheme based on three laser pulses, the pump
pulse, igniting the dynamics, the ancillary strong field, con-
trolling the motion, and the probe pulse, diagnosing the out-
come of the process. The first application was the control of
a photochemical reaction. In the nonresonant dynamic Stark
effect (NRDSE) scheme of Sussman, Stolow and cowork-
ers,57,101–104 the control pulse is a strong femtosecond IR field
that affects the photodissociation dynamics by Stark shifting
the excited electronic states while the wave packet dissociates,
causing changes in the branching ratio of the reaction. One ad-
vantage of the NRDSE approach is its universality. There is
no need to drive the photodissociation reaction through other
excited states, that is, via other transition states. Therefore the
frequency of the control pulse does not need to be tuned to
a particular resonance. However, one may still need to avoid
multiphoton resonances. Pulses with wavelengths around one
micrometer or longer are expected to maximize the success of
the scheme.

Instead of using nonresonant fields, the control pulse can
be tuned to a particular transition. Since the pulse is strong,
even very weak transitions as, for instance, one-photon exci-
tation of scattering or continuum states, can be induced by the
control pulse. Considering the orientation of the field with re-
spect to the induced transition dipole as an additional degree
of freedom makes this resonant process a light-induced coni-
cal intersection (LICI) even in diatomic molecules105–110 and
in polyatomic molecules111.

Very recently, control via LICIs has been used to manipu-
late the yield of a photoisomerization reaction112 and a direct
photodissociation process113, allowing in the latter case an
efficient breaking of the bond in the ground electronic state.
Although photodissociation in the ground state can often be
achieved through internal conversion, it is hardly accessible
by optical transitions, i.e. it is hardly controllable. A further
step is required to manipulate the velocity of the fragments.
In order to change the asymptotic fragment kinetic energy dis-
tribution, the effect of the control field must be large enough.
Therefore, it needs to affect a larger region of the potential
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energy surfaces around the LICI. In addition one must break
the adiabatic motion of the wave packet through the LIP, so
that abrupt changes in the momentum are impinged in the
final distribution. The ability to manipulate changes on the
wave packet momentum are equivalent to the ability to force
”changes in the representation” of the wave packet, from the
adiabatic to the diabatic representations. Together with the
precise creation of conical intersections (or avoided crossings)
with a laser pulse, as in a LICI, these tools can be used to ex-
perimentally simulate the dynamics in processes of internal
conversion, which are notoriously difficult to follow in real
time. The pump plus Stark-shift-control plus probe scheme,
shows great promise in the control of molecular alignment and
reaction ratios and kinetic energy distributions of the products
in photodissociation reactions with competing photochemical
processes, such as intersystem crossing or internal conversion.
An example of the degree of control that can be achieved in
a direct photodissociation reaction was recently shown in a
polyatomic molecule, CH3I, for the first time.113

The developments in recent years have stimulated a great
deal of new experiments in the quantum control community,
of which the previous paragraphs only show a glimpse. In
this Perspective, we will focus on the control induced by
strong (ultrashort) laser fields on photochemical processes
with emphasis on photodissociation reactions. After present-
ing the main models and strategies for strong field control, we
will present representative recent examples of experimental
work on strong field control over absorption spectra, quantum
yields, lifetimes and the velocity of the fragments in a dis-
sociation process. Some future directions of the strong field
control of photochemical processes will be given at the end.

2 Strategies for strong field control of photo-
chemistry

2.1 Dynamic Stark effect

As a starting point, we assume for simplicity that only two
Hamiltonian eigenstates (Ĥφ j = E jφ j) contribute to the dy-
namics, ψ(t) = ∑ j c j(t)φ j ( j = 1,2). In the length gauge, the
coupling between the molecule and the laser field is given by
the dipole interaction Vint =−~µ12 ·~E(t), where~µ12 is the tran-
sition dipole between both coupled states and ~E(t) is the laser
field vector. Both magnitudes are vectors. Separating terms
with different time dependences, Vint = −~µ12 ·~εE (t)cos(ωt),
where~ε is the laser polarization unit vector, E (t) a slow en-
velope function and ω is the pulse carrier frequency. Here we
are considering that the pulse is long enough (10 or more op-
tical cycles) so that its spectral width is much smaller than the
carrier frequency. In the matrix representation of the Hamil-
tonian eigenstates and using the rotating wave approximation
(RWA),114,115 which basically assumes that the time-scale of

the dynamics of the system (at the level of the description) is
much larger than ω−1, the Hamiltonian matrix H is

H =

(
0 Vint(t)/2

Vint(t)/2 ∆

)
(1)

where ∆ = E2− h̄ω is the energy detuning and we have conve-
niently chosen the energy of the initial state as the zero energy
(or equivalently, we have made an appropriate global phase
transformation of the wave function). Vint(t) lies in the off-
diagonal of Eq. (1) and is thus directly responsible for the
transition rate of population transfer between the states, par-
ticularly when the laser is on-resonance and ∆ = 0. Then
the time-scale of population inversion is inversely propor-
tional to the coupling, and one defines the Rabi frequency,
Ω(t) = µ12E (t)/h̄ (in units of frequency), which is the nat-
ural frequency at which the system responds to the radiation.
Thus quantum control schemes typically use resonant transi-
tions that make full use of controlling the rate at which partic-
ular transitions occur, allowing then for possible interference
between different transitions that occur at the same time, or to
time-order specific sequences of desired transitions.

Whenever ∆ is small (in comparison to Vint), one can define
an effective Rabi frequency Ωeff =

√
(Ω2 +∆2) and study the

system dynamics in terms of Ωeff. Now the rate of popula-
tion transfer increases but the maximum population transfer is
proportional to Ω2/Ω2

eff, always smaller than one. However,
when ∆ is very large and the probability of finding the sys-
tem in the excited state is very small, it becomes simpler to
follow the dynamics by focusing only on the initial state. By
adiabatic elimination of the second state of the Hamiltonian
(implying ċ2(t)≈ 0) one obtains

Ĥeff =−
h̄2

4∆
Ω

2(t) (2)

which means that the energy of the initial state decreases (and
is modulated) by the square of the field, and depends as well
on the detuning. This is the dynamic Stark effect.

In the description given by Eq. (2) the Hamiltonian only
includes a single state, the initial one, whose energy varies
in time. However, not only the energy but also the nature of
this state is changing due to the inherited contribution of the
second state. Thus, if one measures some other property that
originally could be used to identify state φ2 over state φ1 (e.g.,
its angular momentum) then one could find some probability
of measuring exactly the property assigned to the excited state.

As ∆ becomes much smaller than ω , typically many differ-
ent states, rather than just one [as in Eq. (1)], contribute to
the dynamic Stark effect, since the energy separation between
the excited states (the states not explicitly included in the dy-
namics of the system) becomes of the order or smaller than ∆.
Then instead of writing the effective Hamiltonian in terms of
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Ω2(t), or µ2
12E

2(t), it is usual to describe the system in terms
of the dynamic polarizability α ,

Ĥeff =−
1
4

αE 2(t) (3)

where
α = ∑

j

µ1 jµ j1

E j−E1− h̄ω
(4)

can be obtained by second order perturbation theory or other
approaches. In Eq. (4) we only consider one contribution of
the field to the polarizability (the −h̄ω term in the denomi-
nator), consistent with the RWA. In fact, if ω � E j −E1 ∀ j
then one typically uses the static polarizability to describe this
effect.

The same procedure used here to show how the energy of
the ground state is Stark-shifted can be used to consider how
the energy of excited states can be affected. But while the en-
ergy in the ground state always decreases as Eq. (2) shows (or
similarly the sign of α is always positive in the ground state),
the polarizability can be positive or negative in excited states.
Therefore, the use of nonresonant strong fields can be used
to control the energy of the different states without changing
their populations. This is mainly a structural control of the
system, by which the spectra is Stark-shifted. But the con-
trol is performed only during the time at which the laser oper-
ates. In this work we review processes that imply strong Stark-
shifts requiring the use of ultrashort pulses (both because of
the needed intensities and to avoid ionization). As we will
see when considering the Hamiltonian of molecules in more
detail, the control of the spectra especially in excited states
implies molecular deformation and is a doorway to control
many photochemical processes. As excited states show differ-
ent intermolecular couplings and some of these couplings are
relatively localized, by Stark shifts one can avoid or displace
avoided crossings or conical intersections and affect for in-
stance the lifetime of predissociative states or the rate of pho-
tochemical processes.

Before we concentrate on typical molecular problems we
will consider another general control scenario. In this case,
we assume two relatively close-lying states. Allowing in gen-
eral for time-dependent frequencies (chirped pulses), when-
ever the pulse E (t) is on resonance at a particular time, then
∆(t) = E2−E1− h̄ω(t) = 0. But additionally, both states φ1
and φ2 may be affected in a nonresonant way by the remaining
more decoupled states of the system. Applying the RWA, the
effective Hamiltonian of the system can be generally written
as

Heff =

(
−α11E

2(t)/4 −µ12E (t)/2
−µ12E (t)/2 ∆(t)−α22E

2(t)/4

)
(5)

In Eq. (5), α j j is a dynamic quasi-polarizability that con-
tains the effect of the states not explicitly included in the

Hamiltonian. In general, instead of a one-photon coupling be-
tween φ1 and φ2, these states can be coupled by a resonant
or quasi-resonant two-photon process, α12E

2, or multiphoton
processes. Then the detuning must take into account the num-
ber of photons n involved in the transition, ∆(t) = E2− nh̄ω .
Sometimes even two different pulses can be used: one causing
the resonant coupling and another inducing a nonresonant ef-
fect, and more complex situations may arise when more than
two states and different number of photons are involved. A
usual frame for regarding the effect of the pulses by shifting
the energies of the states with the appropriate number of pho-
tons is generally called a Floquet representation and we shall
adopt the same name here, even when in most cases we will re-
fer to the simplest scenario involving two states (or electronic
potentials) coupled by a single photon.

In any case, one can define an effective detuning

∆eff = ∆(t)− 1
4
(α22−α11)E

2(t) (6)

that takes into account the degree of control on the relative
energy between the states.

We will consider tw,o cases here. In the first one µ12 is
weak. Even when ∆ 6= 0, the pulse E (t) (or an additional
pulse) can bring both states on resonance or change the time
at which ∆(t) = 0, by means of the dynamic Stark effect, pro-
vided that α11 6= α22. This is the idea behind the Stark shift
chirped rapid adiabatic passage (SCRAP) scheme116–119. No-
tice that even though µ12 can be very weak, e.g. a transition
between a bound state and a scattering or continuum state, by
means of a strong pulse and by using an additional Stark effect
(or a chirped pulse) one can in principle stimulate the transi-
tion and select the momentum of the continuum state. Con-
versely, even when ∆(t) = 0 one can avoid the crossing at the
unwanted time by means of a suitable Stark shifting. In the
context of molecular processes this will be related to the cre-
ation of a light-induced avoided crossing (LIAC) or a light-
induced conical intersection (LICI)105–111. This is also the
idea behind the nonresonant dynamic Stark effect (NRDSE)
scheme.

In the second case we take on a large µ12, such that the ef-
fect of the laser on the system (goven by the Rabi frequency)
is very strong. Typically in this case one neglects the Stark
shift as its effect is much smaller than the changes induced by
the direct coupling, which is responsible for Autler-Townes
splittings. The dynamics can be described more easily in the
adiabatic or dressed-state representation, which is carried by
the instantaneous eigenstates of the time-dependent Hamilto-
nian, Hϕ j(t) = ε(t)ϕ j(t). Then if the system starts on a single
dressed state, it will remain on this state during all times with
high probability. That is, in this representation the Hamillto-
nian can be simplified again to a Hamiltonian with just one
populated state. However now the nature of this single state
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is strongly perturbed by the average effect of the remaining
states. For relatively large ∆ > Ω, the ratio of the populations
Pj is120,121

χ =
P2

P1
∼
(

Ω

2∆

)2

(7)

However, if ∆(t) crosses the resonance (∆ = 0), the changes
are more dramatic: there is population inversion and the
dressed state character will shift from resembling φ1 to re-
sembling φ2. This is the essence of adiabatic rapid passage
(ARP).15,16

2.2 Light-induced potentials

The full Hamiltonian of a molecule is rather complex. Al-
though in this review we summarize results obtained in poly-
atomic molecules, as a first approach to qualitatively under-
standing the main theoretical concepts involved it is only nec-
essary to consider what happens in diatomic molecules in the
Born-Oppenheimer approximation and using the Floquet rep-
resentation. Here and in the following this Floquet represen-
tation may refer to just the simplest RWA where the excited
potential is shifted by the energy of a single photon.

A general Hamiltonian of the form

H =

(
T K
K T

)
+

(
V1(R)− 1

4 α11(R)E 2(t) − 1
2 µ12(R)E (t)

− 1
2 µ12(R)E (t) V2(R)− h̄ω− 1

4 α22(R)E 2(t)

)
(8)

where T is the kinetic energy, K takes into account non-
adiabatic couplings and Vj(R) are the electronic potential en-
ergy curves, can typically describe the most important phe-
nomena occurring in the dynamics under a single strong
field.122 We have assumed that the field may be resonant or
near-resonant between two electronic states, and nonresonant
with respect to the remaining states of the molecule, although
the one- and two-photon interactions could be due to different
pulses.

Leaving aside the kinetic terms that let the nuclear wave
function or wave packet move and spread and thus visit dif-
ferent regions of the potentials, the main difference between
Eq. (5) and Eq. (8) is the fact that the detuning between
the two states in the absence of an external field, ∆(R) =
V2(R)−V1(R), changes for every value of the internuclear sep-
aration R. When ∆(R) is zero or very small at some bond
lengths the dynamic polarizability is a strongly varying func-
tion of R. In this case again it is usually sufficient to consider
just two electronic states.

We can again consider two cases, depending on the intensity
of the coupling, µ12E . When the coupling is weak, the laser
induces a crossing between V1 and V2 whenever

∆(R, t)=V2(R)−V1(R)− h̄ω(t)− 1
4
(α22(R)−α11(R))E 2(t)= 0

(9)
This coupling is usually termed a LIAC or, considering the
vectorial nature of the coupling (as explained below) a LICI.
Through the LICI, the nuclear wave packet can transfer part
of the population. It operates in analogous way to a molecu-
lar (beyond Born-Oppenheimer-like) internal conversion, in-
duced by K. This is typically the case when two weakly-
coupled states are connected by the laser, e.g. when the

Franck-Condon factor for the transition is very small.
On the other hand, when the coupling is strong (either be-

cause of µi j or because the field is very intense), similarly to
what we described for the strong quasi-resonant coupling in
the previous section, it is usually simpler to describe the sys-
tem using dressed potentials or LIPs, in terms of which the
potential energy matrix operator (including the coupling with
the field) is diagonal. Considering only the most important ef-
fects, in this dressed state (DS) representation the Hamiltonian
is diagonal,

HDS ≈
(

T 0
0 T

)
+

(
V LIP

1 (R;E ) 0
0 V LIP

2 (R;E )

)
(10)

so the dynamics mainly occurs on a single LIP, V LIP
1 . But

to characterize the LIP we need to know the structure of the
strongly coupled electronic potentials, V1 and V2, as the elec-
tronic character of V LIP

1 completely changes due to the LIAC
of the potentials in the Floquet representation,

V LIP
1 (R,E ) = cosθ(R,E )V1(R)+ sinθ(R,E )V2(R) (11)

where the mixing angle θ (obtained from diagonalizing the
matrix of the potential energy including the field) changes
from 0 to π/2 at both sides of the avoided crossing, Rc. In
general, defining Uda, the rotation matrix that diagonalizes
the potential energy matrix (HDS = U−1

da HUda), the most im-
portant effect that may break the adiabatic dynamics implied
by the Hamiltonian in Eq. (10) is given by the non-adiabatic
coupling operator

HDS
NAC =−iU−1

da
∂

∂ t
Uda (12)

which is large when the field E (t) changes fast enough that
its derivative is large and the coupling [Eq. (12)] is of the or-
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der of the energy gap between the LIPs. The first important
effect that such an avoided crossing has in the LIPs is to com-
pletely deform the molecular potential energy curves and thus
to change the structure of the molecule. For V LIP

1 (R) the LIP
looks like V1(R < Rc) before the crossing and like V2(R > Rc)
after it.

Two typical cases are shown in Fig. 1. In the first one, two
bound electronic states with displaced equilibrium geometries
are resonantly coupled by the strong field. The ground LIP has
a double-well structure, but for very strong field amplitudes
it is possible to remove the barrier between the two wells or
to permit tunneling near the barrier, thus allowing the wave
function to move from the ground equilibrium geometry to
the excited equilibrium configuration. On the other hand, in
the excited LIP it is possible to induce adiabatic squeezing
of the wave function.78 In the second case, a bound potential
is coupled to a dissociative electronic state. As observed in
the figure, the coupling induces bond softening in the ground
LIP (the dissociation energy is smaller) and bond hardening
in the excited LIP, by which this potential bears some bound
vibrational states. Since the position of the crossing, V1(Rc) =
V2(Rc)− h̄ω , is controlled by the field, by exciting the system
to V LIP

2 it is possible to stabilize the molecule at very large
bond distances. This is the essence of all the laser adiabatic
manipulation of the bond (LAMB) mechanisms.

In the previous cases the theoretical treatment of the dynam-
ics implied mainly to consider what happened between two
resonant or near resonant electronic states in the Floquet rep-
resentation. When the detuning between the ground or initial
state and the remaining states is very large, one should use po-
larizabilities. In many situations, when ω�Vj(R)−V1(R) ∀ j
(at least in the regions visited by the nuclear wave packet) the
static polarizability can be used. Since in the static polariz-
ability the only spatial dependence comes from the transient
dipole µi j(R), and it can often be neglected, the dynamics in
this case lead to small spatial deformation. The main control
in this scheme can be introduced by the time-dependence of
the field and in many situations, the effective one electronic
state problem can be qualitatively described by the effective
one-level Hamiltonian of Eq. (2).

Before we proceed to describe specific control examples,
we will briefly address the vectorial properties of the cou-
pling. In Eq. (2) and all the following discussion, we have
neglected the vectorial properties of the interaction. As indi-
cated, in the Coulomb gauge the dipole (direct or one-photon)
coupling is ~µ12 · ~Et(t) = µ12E(t)cosϑ , where ϑ is the angle
between the laboratory-fixed polarization of the electric field
and the molecular-fixed transient dipole moment. The cou-
pling therefore depends on the orientation of the molecular
axis with respect to the field. This explains why in a randomly
aligned ensemble, even when the pulse is strong, there can be
molecules (for ϑ = π/2) that do not experience the coupling.

This is also the reason that in diatomic molecules there can be
LICIs.

On the other hand, the two-photon polarizability-mediated
interaction is of the form ~E(t)α j j~E(t), where α j j is a rank-two
tensor. In diatomic molecules, defining z as the polarization
vector (in the laboratory-frame coordinates), the interaction
can be written as

Vint =−
1
4
[
α⊥+ cos2

ϑ
(
α‖−α⊥

)]
E 2(t) (13)

where α‖ and α⊥ are the polarizability components parallel or
perpendicular to the molecular axis, respectively. Analogous
expressions can be obtained for any other choice of laser polar-
ization. The interaction given in Eq. (13) defines a torque that
induces alignment of the molecules with respect to the field.
That is, the polarization makes the molecular dipole to orient
with respect to the external field. This can be regarded as the
first application of control via polarization, where depending
on the dynamics induced by E (t) (adiabatic, sudden or mix-
tures of the above) very interesting effects can be observed, as
described in detail in several review articles.57,98–100

3 Demonstrations of strong laser field control
of photochemistry

3.1 Strong field control of the absorption spectrum

Because of the reflection principle123, under very general ap-
proximations124 the absorption spectrum obtained from an
electronic state j after excitation with an ultrashort pump pulse
of carrier frequency ωp and bandwidth ∆ωp in the absence of
competing channels, is proportional to

Pj(ωp)∼ exp

[
−
(

D j1− h̄ωp

h̄∆ωp

)2
]

(14)

where D j1 = Vj(R)−V1(R) is the potential energy gap at the
Franck-Condon (FC) region. Equation (14) only shows that
the excitation probability quickly decays when the pulse is out
of resonance. However, using a strong nonresonant field ES
in addition to the pump pulse, the electronic states are Stark-
shifted. The same level of theory leads to a similar expression
where instead of D j1 one needs to use the Stark-shifted energy
gap120

Dp
j1(ES) =V p

j (R)−V p
1 (R)≈ D j1−

1
4
(α j j−α11)E

2
S (15)

The position of the absorption bands corresponding to differ-
ent electronic channels can therefore be controlled120. The
control can be more effective when the polarizabilities α j j
have different signs for different electronic states, such that
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ES can both blue-shift and red-shift the different bands of the
spectrum.

An experimental demonstration of Stark control on the sec-
ond absorption B-band of CH3I at around 200 nm in terms
of spectral shifts in the absorption lines has been recently re-
ported125,126. In this wavelength region, absorption is domi-
nated by transitions to the 6s member of a molecular Rydberg
series and, in particular, to the optically active 3R1 state (see
Figure 2a).127 These Rydberg orbitals are bound in character
and the spectrum in this zone shows discrete transitions to the
different vibrational levels128, which are shown in Figure 2b.
The absorption lines are lifetime broadened due to electronic
predissociation in a time scale of the order of the picosecond
induced by the coupling of the 3R1 state with strongly repul-
sive members of the first absorption A-band, the most rele-
vant being the 3A1 state (see Figure 2a).127 This electronic
predissociation yields CH3 fragments with some degree of vi-
brational excitation in the C–H stretch (ν1) and umbrella (ν2)
modes in coincidence with spin-orbit excited I*(2P1/2) atoms.

In these experiments, a single-photon transition to the vibra-
tionless level of the Rydberg state (00

0 transition) of CH3I was
promoted with a femtosecond laser pump pulse centered at
201.2 nm. The Abel-inverted velocity map image of the CH3
fragment (see ref.125 for details of the experimental method),
obtained after a (2+1) REMPI process induced with a suffi-
ciently delayed 333.5 nm pulse, can be seen in Figure 2c. It
contains two rings corresponding to contributions that can be
assigned to the formation of spin-orbit excited I*(2P1/2) and
either CH3(ν=0) or CH3(ν1=1). Other vibrationally excited
CH3 products can be detected by tuning the REMPI laser to
the desired resonances.129

The rings present in the CH3 image obtained in the condi-
tions described above vanish entirely when a moderately in-
tense near infrared (NIR) control laser pulse (around 5 TW
cm−2) is added in temporal overlap with the 201.2 nm pump
pulse.125,126 This can be seen in Figure 3a, where a map of the
kinetic energy distribution of the CH3 fragment as a function
of pump-control delay is depicted. In this case, the NIR pulse
centered at 800 nm was around 4 ps full-width-half-maximum
(FWHM), and caused B–band absorption suppression during
a temporal interval of almost 10 ps. The clearest evidence
that absorption suppression is caused by a Stark shift effect
lies in the recovery of the B-band characteristic signal upon
frequency retuning of the pump pulse wavelength towards the
blue. This is shown in the map depicted in Figure 3b, which is
equivalent to that of Figure 3a, but which was acquired with a
pump pulse tuned by 0.7 nm (20 meV) to the blue with respect
to the NIR field-free condition. It can be seen that the region of
temporal overlap between the strong NIR pulse and the pump
pulse produced B–band signal enhancement in this case. The
appearance of new contributions in the kinetic energy distri-
bution maps will be described and explained in Section 3.3.4.

The results presented above allow to calibrate the strength
of the Stark shift in the 00

0 transition peak of the B–band in
CH3I caused by the intense NIR field. This was done by re-
tuning the pump laser wavelength in the presence of the NIR
control field until the optimized B–band signal was recovered
at different NIR field intensities. Figure 4 shows the Stark
shift that was observed as a function of the NIR laser inten-
sity.125,126 The figure shows a linear dependence of the Stark
shift with control laser intensity, as is expected for a second-
order process64. In order to rationalize these findings, a nu-
merical simulation was performed where Stark-shifted spec-
tra were obtained by Fourier transform of the autocorrelation
function obtained by propagating a nuclear wave packet in the
Franck-Condon region of the B state, in the presence of a con-
stant 800 nm field of different intensities. This strong nonres-
onant control field induces Stark-shift by coupling the initial B
state to the X and whatever states. The potential energy curves,
dipole couplings and spin-orbit couplings were obtained in a
single dimension (corresponding to the C–I distance) by ab
initio calculations at the multi reference configuration inter-
action (MRCI) level and using the AMFI approximation for
the calculation of the spin-orbit coupling.126 The simulation,
as well as the experiment, found a blue shift of the transition
line, but the magnitude of the Stark shift strength is underes-
timated in the simulation, possibly due to the reduced num-
ber of electronic states that were considered in the calculation
as candidates to couple with the B state, and/or the fact that
multiple-photon quasi-resonances were neglected.

3.2 Strong field control of state lifetimes

Several interesting schemes have been proposed to manipulate
the lifetimes of predissociative states that use quantum inter-
fering processes.130–137 Quantum control with strong pulses
via Stark effect can be used as well. Consider, in the simplest
case, a predissociative coupling between a vibrational state in
a bound potential φi,v, and a continuum state in a dissociative
potential φ f ,E that, following the Fermi golden rule, depends
on the overlap between the nuclear wave functions and the
density of continuum states ρ(E) at the given energy,

Γv =
2π

h̄

∣∣〈φi,v|φ f ,E〉
∣∣2 ρ(E)δ (E−Ev) (16)

Clearly, Γv can be controlled by Stark-shifting the spectra:

E ′−Ev
E−→ E ′ = E− 1

4
(
αi,v−α f ,E

)
E 2−Ev (17)

Then, if we want to increase the predissociation time we need
to choose E such that either ρ(E ′) � ρ(E) or the Franck-
Condon factor 〈φi,v|φ f ,E ′〉 is much smaller than 〈φi,v|φ f ,E〉. To
decrease the lifetime we need to find E to do the opposite ef-
fect. Sometimes, using quasi-resonant processes, the crossing
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between bound states and dissociative states can induce pre-
dissociation (or the opposite effect) in a more effective way.

An experimental demonstration of significant lifetime mod-
ification of the first accesible Rydberg state in CH3I (the 3R1
state constituting the B–band) was recently reported125. As
mentioned above, the vibrational levels of this state are life-
time broadened due to electronic predissociation caused by the
coupling with members of the strongly repulsive A–band (Fig-
ure 2a). This interaction causes electronic predissociation in
times of the order of the picosecond. In Figure 3, we showed
how the presence of a NIR field during the excitation and pre-
dissociation processes opens up two new channels that will be
described in detail in Section 3.3.4. These new channels can
be regarded as additional couplings of the initial state, and this
is expected to cause a reduction of the state lifetime. A mea-
surement of the lifetime in the presence of the NIR field was
performed by recording CH3 fragment images as a function
of the time delay between the pump pulse (resonant with the
00

0 transition of the B–band) and the probe pulse (causing 2+1
REMPI in the CH3 fragment), in conditions where a long (4
ps) NIR field of a range of intensities was applied in temporal
coincidence with the pump pulse.

Figure 5 shows the result of integrating the section of the
CH3 image that corresponds to the B-band predissociative pro-
cess (outer rings in Figure 2c) as a function of the pump-probe
time delay. This was done in field-free conditions (panel (a))
and for a range of intensity values of the NIR control pulse
from 0.18 TW cm−2 up to 0.55 TW cm−2. The rise in the
CH3 transient follows a single exponential with a time con-
stant that is equal to the lifetime of the precursor molecular
Rydberg state in the presence of the field. It can be seen that
the field-free value of the lifetime (1.5 ps) is reduced to less
than half of its original value for the highest fields applied,
with a measurement as low as 650 fs (panel (d)).

3.3 Strong field control of quantum yields

3.3.1 Control of photodissociation by nonresonant dy-
namic Stark effect. When two excited states V1 and V2 are
degenerate or nearly degenerate in a region of the coordinate
space, there can be nonadiabatic couplings between the states.
The corresponding photochemical process around a nonadia-
batic crossing can be controlled dynamically by means of a
nonresonant control pulse ES(t), depending on how close or
how far is the crossing from the Franck-Condon window. This
is the scenario where the dynamic Stark control methodology
was originally proposed and its effects tested experimentally.

The first experimental demonstration of nonresonant dy-
namic Stark control of quantum yields in a photodissociation
reaction was reported in 2006 by Stolow and coworkers102. A
considerable degree of control was proven on the branching
ratio of the dissociation of the diatomic IBr molecule. The

situation is schematically shown in Figure 6a. From the IBr
ground state (X 1Σ

+
0+), absorption in the visible takes place

to the bright A 3Π0+ state (B state in the Figure). Along the
dissociation coordinate, the wave packet encounters a nonadi-
abatic intersection between states A 3Π0+ and B 3Σ

−
0+ (Y state

in the Figure) that lead to the distinct neutral atomic channels
I+Br(2P3/2) and I+Br∗(2P1/2) with a natural branching ratio of
[Br∗]/[Br]=3.5. The control method implied the application of
an ultrashort nonresonant IR pulse (the control pulse) centered
at 1.7 µm of nonperturbative intensity but below the onset for
ionization. This pulse modified the potential energy curves via
the Stark effect, and this had final consequences on the branch-
ing ratio if it was applied in one of two critical moments in the
dissociation process, as can be seen in the velocity distribution
map of Figure 6b.

The first critical moment is the initiation of the process,
that is, near temporal overlap between the pump and control
pulses. If the absorption step takes place in Stark-modified po-
tential energy curves, this causes a change in the available en-
ergy, and the velocity of the dissociating wave packet changes,
leading to a lower probability of surface hopping to the B 3Σ

−
0+

state and consequently a severely reduced [Br∗]/[Br] ratio.
The other critical time for the application of the control pulse
is at a time delay where the wave packet reaches the crossing
region, which happens around 300 fs after excitation. In that
case, the effect was attributed to laser-induced changes of the
adiabatic barrier, which enhance the probability for crossing,
and thus cause a higher [Br∗]/[Br] ratio.

In later theoretical work, Worth and coworkers138 were able
to demonstrate control of the products branching ratio in the
photodissociation of IBr by changing the topography of the
potential energy curves in the region of the nonadiabatic cou-
pling. Using a three-state model, varying the parameters of the
model and comparing to the simulated wave packet dynamics,
they identified two different control mechanisms available in
the two-pulse NRDSE experiment. A first control mechanism,
that occurs when the pump and control pulses overlap in time,
is due to the Stark effect induced by the control pulse, which
shifts up the A 3Π0+ state relative to the ground state. The
second mechanism acts when the wave packet has reached the
center of the avoided crossing and is due to changing the bar-
rier height on the adiabatic curve. The major effect is due to
the Stark shift upwards of the A state relative to the B state,
which moves the avoided crossing to shorter distances. Thus,
the wave packet reaches the crossing earlier, staying longer
on its evolution and increasing the amount of crossing, which
produces a decreasing of the branching ratio. At longer times,
the crossing is left behind the evolving wave packet, so the
the amount of crossing decreases and the branching ratio in-
creases. The main disagreement between these theoretical pre-
dictions and the experiment is the timescale at which the pos-
itive and negative [Br*]/[Br] branching ratio is observed.
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3.3.2 Control of photoisomerization yields. A newly
demonstrated method for the control of a photoinduced pro-
cess relies in the use of LICIs105–111.

The creation of a LICI can be regarded as a resonant dy-
namic Stark effect; that is, it relies on resonant couplings be-
tween field-free states. Bucksbaum and coworkers recently
reported the first experimental evidence for the creation of a
LICI that plays an important role on the control of a photoi-
somerization reaction112. The authors explore the process of
ring opening in 1,3-cyclohexadiene (CHD), which leads with
about 50% probability to isomerization into 1,3,5-hexatriene
(HT) on the ground electronic state in the absence of any ex-
ternal strong field.

After excitation in the UV, absorption takes place to a bright
1B state that rapidly crosses to the 2A state (S1 in the Figure)
through a conical intersection. There, the wave packet evolves
until it finds a conical intersection with the ground 1A state (S0
in the Figure), which is depicted with a red circle in Figure 7a.
In this position of the potential energy surface, the geometry
is very close to the transition state geometry for isomerization
and, as a consequence, the wave packet can branch with al-
most equal probability either back to the recovery of the CHD
reactant, or towards the formation of its HT isomer.

This region is thus particularly sensitive to perturbations, as
it has been proven by the authors by adding an intense IR laser
field at 800 nm, which caused a pronounced decrease in iso-
merization probability (see Figure 7b). It is best to consider
the mechanism of laser control in this case by using a dressed
state Born-Oppenheimer basis (Floquet picture), where the
dressed states have energies shifted from those of the unper-
turbed states by integer multiples of the photon energy. New,
laser induced, conical intersections appear, as indicated with
blue circles in Figure 7a, and when the wave packet crosses
back to the ground state through this LICI, it does so in a re-
gion where the geometry is distant from the transition state
isomerization geometry, and therefore it recovers the original
CHD form. Therefore, photoisomerization is notably reduced
when an intense NIR laser pulse is present.

3.3.3 Control of direct photodissociation in a poly-
atomic molecule. Recently, we have reported an experimen-
tal demonstration where the creation of a LICI is exploited to
control the branching ratio of a two-channel direct photodis-
sociation reaction in a polyatomic molecule.113 The scheme is
shown in Figure 8 and has analogies with the work of Bucks-
baum et al.112 in that the creation of a LICI causes a certain
probability of return to the ground electronic state before the
wave packet significantly evolves on the excited state where it
is originally born, and this causes a change in the final prod-
ucts of the reaction.

The process under study was A–band rapid dissociation in
CH3I induced by ultrashort pump pulses at 268 nm. The ex-

periment involved the observation of the CH3 product from
dissociation of CH3I in the presence of a moderately intense (5
TW cm−2) and relatively long (4 ps) NIR (804 nm) pulse. The
resulting CH3 fragments were ionized through a (2+1) REMPI
process at 333.5 nm and its velocity vector and angular distri-
butions were analyzed by velocity map imaging where images
were acquired for a set of pump-control delays. Three of those
images are shown in Figure 9a. The bottom image was ac-
quired at a delay where the control pulse preceded the pump
pulse, and is identical to that registered in field-free condi-
tions139,140 . It shows the well known I(2P3/2) and I∗(2P1/2)
channels (outer and inner anisotropic rings, respectively). For
the middle and top images, the control pulse was present dur-
ing the excitation and dissociation process, and a new contri-
bution appears on the images as a new ring with significantly
lower kinetic energy. This contribution can be clearly seen in
the CH3 kinetic energy distribution maps depicted in Figure
9b as a tilted contribution at around 0.6 eV of center-of-mass
CH3 kinetic energy.

A simplified one-dimensional (1D) model in the dressed-
state picture using a Floquet representation has been shown to
be sufficient to describe the main mechanism of the control ex-
erted by the moderately intense and relatively long NIR pulse
on this photodissociation reaction. Figure 10 shows the tem-
poral evolution of the photodissociating wave packet in mo-
mentum space for three different control pulse situations, in a
time window from few femtoseconds before the application of
the pump pulse and until the wave packet reaches the asymp-
totic limit. This picture provides the transient kinetic energy
distributions of the fragments. Without the control pulse (see
Figure 10a), the dynamics occurs on the unperturbed potential
energy surfaces. In the first tens of femtoseconds the wave
packet rapidly gains a large momentum on the 3Q0 (Ve) po-
tential energy surface (this is not apparent in the figure due
to contrast). Immediately afterwards, the kinetic energy of
the excited wave packet is slightly reduced because the poten-
tial has a shallow well, and then the molecule dissociates di-
rectly, reaching the asymptotic state in approximately 100 fs.
It should be noted that in the complete description, after the
pump pulse creates a wave packet in the repulsive 3Q0 state, it
evolves towards dissociation and very soon encounters a nat-
ural conical intersection with the 1Q1 surface (see Figure 8),
where some population transfer occurs, leading to part of the
wave packet ending in the minor I(2P3/2) channel, but most
remaining in 3Q0, which correlates with the major I∗(2P1/2)
channel. However, the simplified 1D model only considers
the 3Q0 and ground electronic potential energy surfaces for
simplicity and cannot account for the minor I(2P3/2) channel
caused by the 3Q0/1Q1 conical intersection.

With a relatively weak (5 TW cm−2) and long (3.9 ps
FWHM) control pulse that temporally overlaps with the pump
pulse and continues on until the wave packet reaches the

10 | 1–21

Page 10 of 23Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



asymptotic state (Figure 10b), part of the wave packet crosses
through the LICI and dissociates in the ground electronic state.
In this case, the asymptotic kinetic energy distribution in the
ground state mimics that on the excited state, but is shifted to
the red in momentum space due to the attractive nature of this
potential for long internuclear distances. This corresponds to
the observations shown in Figure 9. The emergence of this
new process causes a decrease in the [I∗]/[I] ratio, since the
part of the wave packet now dissociates on the ground elec-
tronic state, which correlates with ground state I(2P3/2) atoms.

It is interesting to note that for higher intensities (around 80
TW cm−2) and relatively long (3.9 ps) fields, such as those
used for the simulation depicted in Figure 10c, the dynam-
ics basically occurs on the LIPs. The relation between LIPs
and field-free molecular potentials is schematically depicted
in the Figure and also in Figure 8. The excited LIP, hereafter
V a

e , correlates to the field-free Ve before the crossing C−I dis-
tance, Rc, and to the ground electronic state (hereafter Vg) after
Rc. The ground LIP, hereafter V a

g , correlates to Vg before and
to Ve after Rc. Both LIPs show a smooth curvature around
the LICI. In this representation, the wave packet excited on
Ve moves coherently on a single LIP, V a

e , and feels the attrac-
tive section of this LIP, thus suffering a decrease in kinetic en-
ergy. Since the laser field is always on while the wave packet
evolves around the region of the avoided crossing, the only
component that survives asymptotically when the transition
dipole moment decays is the ground state, Vg. It is remarkable
that, in this case, a complete asymptotic wave packet transfer
to the ground state is achieved. Therefore, in these conditions
it is possible to bring the I∗ quantum yield to almost zero, since
dissociation at these high intensities of the control field would
proceed entirely on the LIP that correlates asymptotically with
I(2P3/2) atoms. No experimental equivalent of this situation
could be tested on this system, due to the high laser intensity
that needs to be sustained for a long time.

3.3.4 Control of electronic predissociation. A re-
lated phenomenon was observed recently in the slower,
predissociation-mediated bond fission of CH3I in the B–
band125 . In Section 3.1 we described how a strong NIR field
(804 nm) Stark-shifted the discrete resonances of the B–band
and how upon pump laser wavelength retuning the CH3 im-
ages contained not only the B–band characteristic rings, but
also two additional contributions. This can be seen in Figure
11. The CH3 images were acquired using a 201.2 nm pump
pulse for 00

0 transition B–band excitation and a 333.5 probe
beam for CH3 (2+1) resonant multiphoton ionization process.
The image in Figure 11a was acquired in field-free conditions,
while that in Figure 11b was acquired under a 804 nm, 4 ps
FWHM field of moderate intensity (0.55 W cm−2). One of
the new contributions observed in the image in Figure 11b
consists of an enhanced signal in the central part, i. e. CH3

ions with low kinetic energy. This is attributed to multipho-
ton dissociative ionization processes that take place during the
temporal overlap of the pump and NIR control pulses. The
other new contribution is a well-defined ring with lower ki-
netic energy than those corresponding to B–band predissocia-
tion, parallel angular character and a kinetic energy that shifts
as a function of the temporal delay between the pump pulse
and the NIR control pulse, as was already shown above in Fig-
ure 3. This new channel has been attributed to a dump process,
where the NIR pulse produces stimulated emission and trans-
fer of population from the vibrationless level of the 3R1 Ryd-
berg state to the 3Q1 dissociative valence state, as is schemati-
cally depicted in Figure 11c. Alternatively, this can be viewed
as a laser-induced avoided crossing (LIAC), between two ex-
cited potential energy surfaces (3R1 and 3Q1), the latter shifted
by the photon energy. This dump process finally leads to
rapid dissociation on the repulsive 3Q1 potential energy sur-
face, which correlates with CH3+I(2P3/2). In these conditions,
the quantum yield Φ∗, defined as Φ∗=[I*]/([I]+[I*]), which is
unity for B–band electronic predissociation from the ground
vibrational state of the 3R1 Rydberg state, is significantly re-
duced in the presence of the NIR field.

3.4 Control of fragment kinetic energy in direct pho-
todissociation

An experimental demonstration of control over the kinetic en-
ergy distribution of fragments formed in the main channel of
a direct photodissociation reaction of a polyatomic molecule
using the scheme presented above was recently reported in
Ref.113. In Section 3.3.3, we presented the changes induced
by a relatively long NIR field of about 5 TW cm−2 in the pho-
todissociation of CH3I in the A–band. The main finding in
those conditions was the appearance of a lower kinetic energy
channel that results from the creation of a LICI between the
excited and the ground state. In the description of those exper-
iments, the temporal changes in kinetic energy, that were clear
in Figure 9a, were not discussed. It is clear from the Figure
that the new channel that corresponds to the passage through
the LICI shows chirped behavior, i.e. its kinetic energy shifts
as a function of the time delay between the pump and the con-
trol pulse. This is related to the inherent negative chirp of the
control pulse: since the resonance condition for the creation of
a LICI is met at earlier or later times as a function of the instan-
taneous frequency of the control pulse, the position of the LICI
as a function of the bond distance changes in time. When the
pump pulse is applied in the trailing edge of the control pulse,
the instantaneous frequency is lower, and this causes the LICI
to appear at large bond distances. In these conditions, the frag-
ment kinetic energy acquired on the excited state is higher, and
the barrier it has to overcome to dissociation is lower, which
causes a blue shift in the final kinetic energy. The case is the
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opposite when the pump pulse is applied in the leading edge
of the control pulse, with a red shift of the kinetic energy. In
this case, the chirp (or rather, the instantaneous frequency) of
the control pulse acts as the knob that allows control of the
kinetic energy of the LICI-mediated channel.

However, the use of shorter and more intense laser pulses
greatly enriches the control possibilities over the kinetic en-
ergy of the fragments, since rapidly changing intensities cause
fast switches between the dressed and the field-free states.
When these are exerted during the wave packet evolution in
the proximity of the LICI, the adiabaticity is broken and the
dynamics can be modified to a greater extent. In the next we
will show how it is possible to produce changes in the kinetic
energy of fragment produced in the the main channel of the
direct photodissociation of CH3I in the A-band through the
application of this strategy.

The experiment is a modification of that already described
in Section 3.3.3, where A-band photodissociation of CH3I is
initiated with UV pump pulses at 268 nm and the CH3 frag-
ments are later probed by through a REMPI process at 333.5
nm and the ions detected in velocity map configuration. In
this case, the long NIR control pulse used in Section 3.3.3 is
replaced by a short (50 fs) and more intense (80 TW cm−2)
pulse. Figure 12 shows the kinetic energy distribution of
CH3(ν=0) as a function of pump-control time delay in these
conditions.

The first observation from these results is that the LICI-
mediated channel is still visible, albeit significantly broadened
in kinetic energy and only present during a narrow tempo-
ral overlap. More interestingly, the main dissociation chan-
nel producing I∗(2P1/2) atoms is remarkably broadened, with a
distribution clearly bent towards lower kinetic energies at time
delays corresponding to the application of the control pulse
during the initial stages of the wave packet evolution towards
dissociation.

In this case, it has been essential to add another ingredient
(beyond intensity and chirp) to achieve control on the kinetic
energy distribution of fragments appearing through the main
A–band dissociation channel. This ingredient has consisted
of the application of a pump-control temporal sequence that
exploits the presence of a resonance condition at a given inter-
nuclear distance to cause rapid switches between the dressed
and field-free states during the propagation of the wave packet.

Figure 13 shows the application of the 1D model in the
dressed-state picture (Floquet representation) described in
Section 3.3 to the new situation. In the Figure, the time evo-
lution of the photodissociating wave packet is shown for a se-
lected time delay between the pump and control pulses of 60
fs. The FWHM of the pump pulse has been set at 50 fs and, de-
pending on the momentum component, the wave packet takes
from around 50 to 100 fs to reach the LICI (at Rc, see Section
3.3.3). The choice of a 60 fs time delay is motivated by the

need to provoke rapid changes in the intensity of the control
pulse during the transit of the wave packet through the LICI.
In particular, it was observed that for a 60 fs time delay the
fastest momentum components of the wave packet reach Rc
before the control pulse acts, to naturally yield I∗(2P1/2). In
contrast, the slowest momentum components cross Rc when
the control pulse is at its maximum intensity, so they follow
the LIP, dissociating in Vg and therefore yielding ground state
I(2P3/2). Under these conditions, the pulse sequence acts as
a momentum filter that discriminates the velocity components
of the dissociating wave packet on the different reaction chan-
nels.

The energy distribution filtering (narrowing of the KED)
is not the sole effect of the application of these short control
pulses. As is clear from the experimental Figure 12, and also
in the velocity distribution of Figure 13, there is a significant
red shif of the KEDE in the main dissociation channel. This
is a typical signature of non-adiabatic effects. Indeed, as the
crossing is created, there is an abrupt ramp up from a low to
a high control field intensity, and thus the wave packet ini-
tially evolving on Ve is mainly transferred to the V a

g LIP, but
as its shape is attractive, as opposed to repulsive, this reduces
the momentum of the dissociating wave packet as it evolves,
causing the red shift of the KEDE that is evident both in the
simulation and in the experimental result of Figure 12. Of
course the transfer from Ve to V a

g is not complete, and there is
a low probability to appear on the other LIP, V a

e , which cor-
relates with the ground state Vg after Rc, and this appears as
the lower energy, LICI-mediated channel apparent again both
in the simulation and as the minor contribution in the experi-
mental Figure 12. These results show that a timely breakdown
of the adiabaticity is an essential tool to manipulate the ki-
netic energy distributions, and that it is possible to access this
regime simply by controlling the time delay between the pump
and control pulses of the required time duration, typically in
the femtosecond scale.

4 Conclusions

This Perspective has sought to summarize recent achieve-
ments in strong laser control of photochemical processes,
while providing a theoretical framework that describes the
new phenomena that underlie the control mechanisms. It
seems evident that the strong, and highly controllable electro-
magnetic fields provided by state-of-the-art ultrafast lasers are
appropriate tools to control nuclear and electron dynamics at
the microscopic level, but there is still a long route to achieve
high yields in the desired channels, to reduce unwanted chan-
nels induced by the lasers and to devise new schemes of con-
trol that can address the varied problems that appear in pho-
tochemistry. Constant connection between theory and exper-
iment is in our view essential to direct the efforts towards
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realizable schemes. The combination of strong laser fields
that dress the intramolecular interactions and ultrashort, at-
tosecond pulses that can freeze electron dynamics is bound to
greatly increase our understanding of molecular dynamics in
the presence of light.
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gonyi and T. C. Weinacht, J. Phys. Chem. A, 2012, 116, 11434.

96 P. Marquetand, T. Weinacht, T. Rozgonyi, J. González-Vázquez,
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Fig. 1 Two cases of diabatic potential energy curves in the Floquet
representation (solid curves) and the corresponding adiabatic
potential energy curves (LIPs) (dashed curves). See the text for the
details.
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(a) 

(b) 

(c) 

Fig. 2 (a) One-dimensional schematic cut of the states of CH3I
relevant for the B-band electronic predissociation process.
Absorption in the region of 200 nm is dominated by transitions to
the vibrational levels of the 3R1 Rydberg state. These are lifetime
broadened due to the crossing with the 3A1(E) state. This causes
electronic predissociation in a picosecond time scale yielding
CH3+I∗(2P1/2). (b) Absorption spectrum of gas phase CH3I in the
region of 200 nm. The most intense peaks correspond to the 00

0 and
20

1 transitions [Reproduced from Ref.128 with permission from
American Physical Society]. (c) Abel-inverted CH3 ion image (in
false color) obtained upon B-band excitation of CH3I to the ground
vibrational level of the Rydberg 3R1 state (pump center wavelength
of 201.2 nm for the 00

0 transition) and later CH3 resonant ionization
through a (2+1) REMPI process at 333.5 nm, delayed by 10 ps. The
main ring visible in the image (indicated with a green arrow)
corresponds to the CH3(ν=0)+I∗(2P1/2) channel. A dimmer ring of
lower fragment kinetic energy (indicated with a red arrow)
corresponds to CH3(ν1=1)+I∗(2P1/2), also visible due to the
proximity of the 11

1 and 00
0 REMPI transitions in CH3, both within

the bandwidth of the femtosecond probe laser.
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(a) 

CH3(ν=0) + I*(2P1/2) 
CH3(ν1=1) + I*(2P1/2) 

x0.2 

CH3(ν=0) 
+ I(2P3/2) 

dissociative 
ionization 

CH3 CM kinetic energy (eV) 

Fig. 3 (a) Intensity map showing the kinetic energy distribution of
the CH3 fragments resulting from B-band predissociation of CH3I
as a function of the time delay between the pump (201.2 nm) an the
NIR control (800 nm) laser pulses. The control pulse is temporally
stretched to obtain a FWHM of 3.9 ps with on-target intensities of
about 5 TW cm−2. CH3 fragments are ionized with a 333.5 nm
probe laser through (2+1) REMPI and detected in velocity map
configuration. After Abel inversion and angular integration, CH3
fragment kinetic energy distributions are obtained as a function of
pump-control time delay. Application of the control field in
temporal overlap with the pump pulse causes suppression of the
main channels and the appearance of two new channels, multiphoton
ionization and stimulated dump, indicated in the Figure. (b)
Intensity map of CH+

3 acquired under the same conditions as in (a)
except that the pump laser has been tuned to the blue and is now
centered at 200.5 nm. In this case, temporal overlap with the control
pulse enhances the main channels and also the new stimulated dump
channel.
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(a) 

(b) 

Fig. 4 Magnitude of the spectral Stark shift of the 00
0 transition of

the B-band in CH3I upon exposure to a strong NIR field plotted as a
function of its intensity. (a) Measured Stark shift obtained by
retuning the wavelength of the pump laser to the resonance for each
value of the energy of the Stark pulse and linear regression of the
data (solid line). Error bars correspond to one standard deviation.
(b) Theoretical Stark shift as a function of laser intensity, calculated
through the procedure indicated in the text [Reproduced from
Ref.126]

(a) (b) 

(c) (d) 

Icontrol=0.18 TW cm-2 

Icontrol=0.46 TW cm-2 Icontrol=0.55 TW cm-2 

Fig. 5 Experimental transients showing the appearance of CH3
fragments after B–band excitation of CH3I. The transients
correspond to the integrated CH3 signal in the main
CH3(ν=0)+I∗(2P1/2) channel. Fits to growing exponential functions
yield lifetime values. The graphs show the transients, with their
corresponding lifetimes, in the absence of an additional control field
(a), and in the presence of a NIR field of a range of intensities ((b) to
(d)). The delay time between the pump and control lasers is fixed at
1 ps, so that the pump pulse temporally overlaps with the beginning
of the control pulse. Higher intensity fields cause substantial
reduction of the measured lifetime.
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(a) 

(b) 

I+Br* I+Br 

Fig. 6 Dynamic Stark control of the dissociation process in IBr. (a)
The excited state wave packet traverses a nonadiabatic crossing,
with two possible final states for the Br atom, Br(2P3/2) or
Br∗(2P1/2). An IR field dynamically modifies the adiabatic potential
barrier during the reaction, altering the outcome. (b) Map of the
velocity distributions of the iodine atoms as a function of the delay
of the control pulse relative to the pump pulse. The Br∗(2P1/2)
channel is suppressed (yellow arrow) near temporal overlap, and it is
enhanced (red arrow) for delays in the region of 300 fs (see text for
more details) [Reproduced from Ref.102].

(a) 

(b) 

Fig. 7 (a) Schematic representation of the states that are relevant to
describe the ring opening of 1,3-cyclohexadiene (CHD), which can
lead to isomerization into 1,3,5-hexatriene (HT). The solid lines are
the bare energy levels (S0 and S1). The dashed lines are states
dressed by one photon of the added NIR field (Floquet picture). The
laser-induced conical intersections are indicated by the blue dots,
and the molecular field-free conical intersection is indicated by the
red dot. (b) Signal associated with the production of the HT species
(blue circles) as a function of the delay of the control field, showing
suppression at 50 fs [Figure reproduced from112].
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Fig. 8 Potential energy curves of the relevant electronic states
involved in the photodissociation of CH3I in the A-band along the
RC−I coordinate. The 3Q0 (red line) and 1Q1 (yellow line) potential
energy curves are taken from Xie et al.142. The ground-state
potential energy curve (green line) was calculated according to the
ab initio method described in Ref.113. A pump pulse at 268 nm was
used to prepare a wave packet in the 3Q0 state. An intense ultrashort
804 nm control laser pulse was time delayed (τ) with respect to the
pump pulse. This control pulse creates the LICI, here shown at the
crossing of 3Q0 and the X̃ 1A1 ground electronic state, which has
been shifted by the energy of the 804 nm photon (blue line). For
sufficiently strong fields the control pulse also induces a strong
modulation of the potentials around the LICI to create the
corresponding LIPs (dashed red and blue lines) [Figure reproduced
from 113].

0	  ps	  

3	  ps	  

-‐4.4	  ps	  

(a)	  
(b)	  

(c)	  

CH3(ν=0) + I*(2P1/2) CH3(ν=0) + I(2P3/2) 

Fig. 9 Creation of a LICI in A-band dissociation of CH3I. (a)
Abel-inverted CH3 images obtained upon 268 nm dissociation of
CH3I, for two values of the delay with respect to the added NIR
control pulse (804 nm, 5 TW cm−2, 3.9 ps FWHM). The CH3
fragments are ionized by (2+1) REMPI with a further delayed pulse
at 333.5 nm. In the top image, the NIR field is temporally separated
from the pump pulse and causes no modification of the image (i. e.
no effect over the reaction). This image shows the main channel
corresponding to CH3(ν=0)+I∗(2P1/2) and the outer, weaker channel
corresponding to CH3(ν=0)+I(2P3/2) that results from the intrinsic
conical intersection of the 3Q0 and 1Q1 surfaces. In the bottom
image, the NIR control field is temporally overlapped with the pump
pulse, and a new contribution appears in the CH3 image at lower
kinetic energy. The double-sided arrow indicates the polarization
axis of all three laser pulses. (b) Map of the kinetic energy
distribution of CH3 as a function of the delay between the pump and
the control pulses, showing the new contribution at 0.6 eV during
temporal overlap. This contribution is tilted, with lower kinetic
energy release for longer delays. The interpretation of these results
is that, in the presence of the control pulse, part of the wave packet
is transferred back to the ground state through the LICI and
dissociates into CH3(ν=0)+I(2P3/2) (see text for details).
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Fig. 10 Numerical simulations of the dissociation reaction in three
different conditions with respect to the nature of the control field.
Time-dependent fragment relative velocity distributions (left panels)
obtained by integrating the time dependent Schrödinger equation
using a 1D model within the Floquet representation for different
control pulses with the pump pulse the same in all cases. The blue
and red vertical lines indicate the final relative velocity of the
fragments for the CH3(ν=0)+I(2P3/2) and CH3(ν=0)+I*(2P1/2)
channels, respectively, expected by energy conservation (that is, in
the absence of the control pulse during the dynamics) after
excitation with the pump pulse. (a) Top: No control pulse. (b)
Middle: Long (3.9 ps FWHM) and moderately intense (5 TW cm−2)
top-hat control pulse. (c) Bottom: Long (3.9 ps FWHM) and strong
(85 TW cm−2) control pulse. The right panels show the molecular
potentials and LIPs that explain the populations and shapes of the
asymptotic fragment kinetic energy distributions. Arrows sketch the
main contributing processes along with the shifts in the velocities
that lead to the observed broadening and shifting of the asymptotic
distributions; the thickness of the arrows represents the branching
ratio between the different dissociation pathways.

(a) 

(b) 

(c) 

Fig. 11 Laser-induced dump process in the B-band dissociation of
ground vibrational state of CH3I. (a) CH3 image obtained upon
201.5 nm excitation of CH3I and (2+1) REMPI ionization of CH3 at
333.5 nm. This image was obtained in field-free conditions, and the
main ring corresponds to the CH3(ν=0)+I∗(2P1/2) channel. The
weaker, more internal ring corresponds to CH3 with excitation in the
symmetric stretch mode, CH3(ν1=1)+I∗(2P1/2). (b) Same as (a)
except that this CH3 image was obtained in conditions where the
process takes place under the presence of an additional NIR field
(804 nm, 4 ps FWHM, 0.55 TW cm−2). New features include an
enhanced central contribution, corresponding to low energy release
processes of dissociative ionization, and an additional, well defined
ring of parallel character and somewhat lower kinetic energy than
the B-band contribution, which is attributed to transfer to the 3Q1
state in a dump process and dissociation into CH3(ν=0)+I(2P3/2).
(c) Scheme of the potential energy curves of CH3I along the C–I
distance coordinate relevant for the description of the dump process
after B-band excitation. The mechanism is interpreted as a
stimulated emission process transferring population from the
quasibound 3R1 state to the dissociative 3Q1 state.
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CH3(ν=0) + I*(2P1/2) CH3 (ν=0) + I(2P3/2) 

Fig. 12 Control of the kinetic energy release in the A–band CH3I
photodissociation using LIPS. The image contains a map of the CH3
kinetic energy as a function of the time delay between a 268 nm
pump pulse and a short, intense NIR (804 nm, 50 fs FWHM, 80 TW
cm−2) control pulse. In each case, CH3 is ionized at a later time
(about 30 ps) through a (2+1) REMPI process produced by a third
short pulse centered at 333.5 nm. The main dissociation channel that
appears at 1.15 eV kinetic energy (red arrow) corresponds to the
CH3(ν=0)+I∗(2P1/2) channel. The kinetic energy distribution is
unperturbed when the NIR control pulse is applied sufficiently
before (negative times) or after (positive times) the interaction with
the pump pulse. The introduction of the control pulse in the
temporal vicinity of the pump introduces distortion in the kinetic
energy distribution, which is bent towards lower values of the
kinetic energy and it is also significantly broadened. This is
described as the result of switching from the dressed to the bare
states during dissociation. An additional channel at 0.6 eV (green
arrow) is also detected, and can be understood as wave packet
dynamics on the laser-induced potential that asymptotically yields
CH3(ν=0)+I(2P3/2) (see text for further details) [Reproduced from
Ref. 113 ].

Velocity (A/ps)

35302520

100

50

0T
im

e
 (

fs
)

40

I*

V

Ve

a

g

I

a

Fig. 13 Time-dependent fragment relative velocity distribution (left
panel) obtained by integrating the time dependent Schrödinger
equation using a 1D model within the Floquet representation. The
blue and red vertical lines indicate the final relative velocity of the
fragments for the CH3(ν=0)+I(2P3/2) and CH3(ν=0)+I*(2P1/2)
channels, respectively, expected by energy conservation (that is, in
the absence of the control pulse during the dynamics) after
excitation with the pump pulse. Strong (85 TW cm−2) and short (50
fs FWHM) control pulse, time delayed by 60 fs with respect to the
pump pulse. The right panel show the molecular potentials and LIPs
that explain the populations and shapes of the asymptotic KEDs.
Arrows sketch the main contributing processes along with the shifts
in the velocities that lead to the observed broadening and shifting of
the asymptotic distributions (see the text for the explanation); the
thickness of the arrows represents the branching ratio between the
different dissociation pathways.
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Intense ultrafast laser light is used as an additional reagent for steering photochemical reactions by dressing 
the potentials where the atoms move  
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Intense	  ultrafast	  laser	  light	  is	  used	  as	  an	  additional	  reagent	  for	  steering	  photochemical	  
reactions	  by	  dressing	  the	  potentials	  where	  the	  atoms	  move	   
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