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Molecular vibrations and electron-vibrational interactions are central to the control of biomolecular 

electron and energy transfer rates. The vibrational control of molecular electron transfer reactions by 

infrared pulses may enable precise probes of electronic-vibrational interactions and of their roles in 

determining electron transfer mechanisms. This type of electron-transfer rate control is advantageous 

because it does not alter the electronic state of the molecular electron transfer system or irreversibly 

change its molecular structure.  For bridge-mediated electron transfer reactions, infrared (vibrational) 

excitation of the bridge linking the electron donor to the electron acceptor was suggested as being 

capable of influencing the electron transfer rate by modulating the bridge-mediated donor-to-acceptor 

electronic coupling. This kind of electron transfer experiment has been realized, demonstrating for the 

first time that bridge-mediated electron-transfer rates can be changed by exciting vibrational modes of 

the bridge. Here, we use simple models and ab initio computations to explore the physical constraints on 

one’s ability to vibrationally perturb electron transfer rates using infrared excitation. These constraints 

stem from the nature of molecular vibrational spectra, the strengths of the electron-vibrational coupling, 

and the interaction between molecular vibrations and infrared radiation.  With these constraints in mind, 

we suggest parameter regimes and molecular architectures that may enhance the vibrational control of 

electron transfer for fast coherent electron-transfer reactions. 

 

 

 

1. Introduction  

Biomolecular electron transfer and energy transfer reactions are 

central to bioenergetics and to cellular function [1-13]. Molecular 

motions are critical in determining the electron-transfer rates for 

long-distance biological electron-transfer reactions mediated by 

through-bridge tunneling.  Such biomolecular ET systems have weak 

bridge-mediated electron-donor to electron-acceptor couplings 

(tunneling matrix elements), and their ET rates are nonadiabatic and 

relatively slow (time scales longer than ns). Low frequency 

molecular motions determine these nonadiabatic ET rates by 

modulating the donor-acceptor electronic energy gap and the donor-

acceptor coupling.    

    More recently it was recognized that biomolecular electron and 

energy transfer reactions in the nearly-adiabatic or adiabatic regimes 

may also depend critically on bridge molecular motions that cause 

fluctuations in electronic site-energies and inter-site electronic 

couplings, or that serve as electronic energy sinks (e.g., [14-16] and 

references therein). In such transport systems, fast and partially 

coherent transport is possible over relatively large distances (greater 

than nm), often with high transport efficiency [16,17]. A question 

that is of central interest in this strong coupling regime is how 

molecular motion tunes the transport mechanism and how the 

motion influences electronic coherences (e.g., [15,16,18]). Recently, 

two-dimensional spectroscopy experiments provided evidence that 

vibrational (in addition to electronic) coherences may improve the 

efficiency of the primary charge separation events in photosynthesis 

([19,20] and references therein). A natural approach to probing the 

vibrational control of electron transfer and energy transfer rates 

experimentally is to identify vibrational modes that influence the 

transport rate and to perturb these modes selectively by IR-excitation 

[10,21-25]. Since these biomolecular transport systems often have 

complex electronic and vibrational spectra, it is easier (and also 

useful for understanding mechanisms) to use simpler and smaller 

molecular model systems in both experiment and theory. Further 

small molecules may be used as building blocks for transport devices 

whose transport rates and yields may be controlled by IR excitation.  

   Consider a donor(D)-bridge(B)-acceptor(A) molecule that 

undergoes photoinduced nonadiabatic electron transfer (ET) 

mediated by the intervening bridge electronic states. [7-12]. Exciting 

the B vibrational modes before or after the electronic excitation 

could make it possible to control the D-A ET rate by modulating the 

B state energies and D-B (A-B) electronic couplings [21-24]. This 

idea was initially discussed in the context of molecular architectures 

that offer parallel D-B-A tunneling pathways [21-23]. In systems 

where the bridge connecting D to A provides two different  electron 

tunneling pathways, (i.e. involving different groups of atoms), the 

selective excitation of  B vibrational modes localized in one pathway 

may lead to the exchange of the excess  vibrational energy of the B 

modes with the tunneling electron. This energy exchange leaves an 

inelastic-tunneling marker of the tunneling route taken by the 

electron and thus “labels” the path of the electron. As such, one can 
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built a molecular double slit experiment or a which-way 

interferometer based upon molecular ET [21-24].  

   Several challenges are faced in accomplishing the vibrational 

control of electron tunneling pathway interferences, as the 

interferences are sensitive to thermal structural fluctuation and to 

dephasing [10,23,26]. A more modest goal is to perturb the D-B-A 

ET rate by modulating the elastic bridge-mediated D-A tunneling 

interaction [9,10]. The first experiment that performed this 

modulation was reported in ref [25] using mid-IR pulses with UV-

pump/mid-IR/vis-probe spectroscopy. The ET system has an 

anthracene-derived acceptor connected to a dimethylaniline-

containing donor linked by guanosine-cytidine (GC) hydrogen 

bonds. Mid-IR excitation was targeted to drive bridge G-C H-bond 

motion that influences the D-A coupling. The reported fractional 

changes in charge separation and recombination rates were a few 

percent. More recently, ET rate modulation by IR excitation was 

demonstrated in ref [27] for an electronically excited covalent trans-

acetylide platinum(II) D-B-A  system.  Excitation of the high 

frequency bridge triple carbon-carbon bond vibrations leads to the 

switching off ET. In addition, Ref [28] reported IR-induced ET rate 

modulations of 28% in Re(I) D-A complexes. In spite of the 

theoretical [21-24] and recent experimental progress [27-34], it 

remains challenging to explain the rate modulation in these systems 

and to design new systems that enable enhanced control of ET rate 

by IR excitation. 

 

    ET rate control is an example of quantum transport driven by 

external fields [35,36]. The aims of this study are to further explore 

the feasibility of perturbing bridge-mediated ET rates by exciting 

selected B vibrations with infrared (IR) pulses and to suggest simple 

experimental observables and molecular architectures to enable the 

measurement of IR-induced ET rate perturbations. The advantage of 

using B vibrations (rather than D or A vibrations) to perturb bridge-

mediated ET rates is derived from the possibility of manipulating ET 

pathways – and thus kinetics - selectively, without interfering with 

the initial (D) and final (A) electronic states of the reaction.  

2. Results and discussion 

What experimental observables can be used to probe the effects of 

IR excitation on the ET rate?  What are that donor-bridge-acceptor 

(DBA) rate-network architectures that enable effective control of ET 

rates by IR excitation? Below we first discuss simple examples using 

simple kinetic (rate) models that suggest answers to these questions. 

2.1 Observables and architectures 

We consider first a linear DBA system and an experiment where a 

UV (VIS) pulse excites the D electronic state to initiate ET, and an 

IR pulse excites the selected B vibrational modes (Fig. 1). The final 

D and/or A state population is probed directly by UV (VIS) pulses 

(pump-probe experiment). We assume for simplicity that the D-to-A 

ET rate is much faster than the back rate (both with and without the 

IR pulse), and we ignore the backward rate (this assumption does not 

change the final generic conclusions, but it gives simple analytical 

expressions). In the absence of the IR pulse, the ET rate is k . The 

IR pulse changes k  for a period of time (related to the width of the 

pulse and to the time scale of vibrational relaxation), i.e.  k k t .  

The changes in this rate may be derived from quantum interference 

effect linked to the IR-pulse, to changes in the conformational 

energy landscape, or to other sources.  In the absence of IR 

excitation, the rate equations are    D DdP t dt kP t   and

   A DdP t dt kP t , and the A state population is given by 

     0 1 expA DP t P kt      with    0A DP P  . With IR 

excitation, the rate is changed   ,k k t  and the final A state 

population is given by        0
0 1 exp

t

A DP t P dt k t     

with    0A DP P  . Thus, the pulse does not change the final A 

population. The population changes induced by IR excitation are 

transient and disappear some time after the application of the pulse.    

    Fig. 2 shows an example where the D electronic state participates 

in an irreversible chemical reaction that produces the product X, i.e., 

   X D X DdP t dt k P t . The infinite time yield of the product 

X  is    
0

 X D X DY k dt P t


   . We assume that 
D Xk k  

so that the time evolution of the D population is determined 

predominantly by ET to A. An IR pulse impinging on the bridge at 

time 
0t  produces a time dependent ET rate perturbation, i.e.,

   ( ) ,
IR IRk k k t   where    ( ) ( )

0

IR IRk t k f t t     

and  0f t t  is a normalized function with width
t . 

( )IRk  will 

be shown generally to be a small perturbation (assuming that the 

influence of the IR excitation on the molecule is nondestructive and 

reversible). For
0 tt t   , the D survival probability is 

      ( ) ( )0 exp .IR IR

D DP t P k k t    The fractional change 

in the D X reaction yield upon application of the IR pulse is       

   

 

    

 

 

( )

( )

0

0

( ) ( )

( )
           

X X

X

IR

IR D D

D

IR IR

IR

dt P t P t
Y Y

I
Y

dtP t

k k

kk k

 








  

 


   





                 (1) 

Therefore, we can measure time-dependent changes in the ET rates 

induced by application of an IR pulse by measuring the yield of a 

competing reaction from the photochemically prepared D state. 

    The above examples considered a linear DBA architecture. For 

more complex architectures (and rate network connectivities), 

perturbations of the ET rates by finite IR pulses change both the 

long-time populations and yields. For example, consider a donor D 

connected to left and right B units (
LB , 

RB ), each with independent 

A moieties (
LA , 

RA ), (Fig. 3). Photoinduced ET may proceed to 

LA  and to 
RA  with rates 

Lk and
Rk , respectively.         The rate 

equations are      D L R DdP t dt k k P t   ,    
LA L DdP t dt k P t  

and    .
RA R DdP t dt k P t  Therefore, 
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 

 
L

R

A L

A R

P k

P k





                                                                          (2a)      

   

   
L R

L R

A A L R

A A L R

P P k k

P P k k

   


   
                                       (2b) 

For a symmetric system with
L Rk k k  , (e.g. 

L RB B and

L RA A ), selective excitation of IR vibrational modes on one of the 

B units, (e.g.,
LB ) may be accessible if isotopic substitutions are 

made to one of the units [21-23]. If D is prepared in its electronic 

excited state and 
LB  is excited by the IR pulse, then

 ( )IR

Lk k k t  . The ratios in eqn (2) become   

 

 

( )

L

R

IR
A

A

P k k

P k

 



                            (3a)     

   

   

( )

2
L R

L R

IR
A A

A A

P P k

P P k

  


  
                                                       (3b) 

(assuming a weak perturbation    ( ) ( )

0

IR IRk t k f t t    ). 

The asymmetry in the L/R A populations following the IR pulse (eqn  

(3b)) is a direct measure of
( )IRk .  Further, if 

LA  and  
RA  

participate in separate reactions that produce the products 
LX and 

RX i.e., 
 
 

 
 

( ) ( )L R L RL R L RX A X AdP t dt k P t , then 

 

 

( )

L

R

IR
A

A

Y k k

Y k

 



  ,                                  (4a)  

and 

   

   

( )

2
L R

L R

IR
A A

A A

Y Y k

Y Y k

  


  
,                                                     (4b) 

 (assuming
L L R RA X A Xk k k  ).   

    In summary, the influence of time-dependent IR perturbations on 

ET rates can be measured using time-independent observables (e.g., 

long-time populations and reaction yields) if secondary reactions 

compete with ET.  ET systems with a single D and multiple A units 

(connected by independent links) are good candidates for directly 

measuring the influence of IR pulses on ET rates. Importantly, in 

such systems, pulsed-IR excitation can change the relative 

populations and yields of the charge-separated states, and may 

influence the directionality of ET without causing irreversible 

photochemical changes to the ET structures. The ability to change 

the yields of competing reactions using small external fields is 

familiar in the context of magnetic sensing by molecular and 

biomolecular compasses, where a weak  external magnetic field 

affects the yield ratio of singlet and triplet reaction products 

produced by ET [37]. 

2.2 The IR perturbation of ET rates: low- vs high-frequency ET-

active vibrations 

Next, we switch to a quantum mechanical (rather than kinetic model) 

formulation to examine molecular bridge (B) vibrations that can 

perturb ET rates through their excitation. Given a candidate DBA 

molecule for vibrational control of the ET rate, the first step is to 

identify the B vibrations that influence ET by modulating the B 

electronic state energies and/or D-B (A-B) electronic couplings. 

These “ET-active” modes may be of low and/or high frequency. 

Since vibrational energy relaxation time scales are usually in the 

range of hundreds fsec to a few psec [38-40], there are different 

strategies to perturb bridge-mediated ET by IR excitation of bridge 

modes. These strategies depend on the time scale of ET and on the 

nature of the ET-active modes. The typical vibrational-relaxation 

and energy-redistribution times of excited vibrational modes in 

molecules are sub-ps to a few ps for high-frequency modes. We first 

consider the case of high-frequency IR-active / ET-active bridge 

vibrational modes (
BK T  ). Modes of this kind are targets 

for IR control of ET because they can be selectively excited and they 

remain in an excited state for a relatively long time, as they are not 

embedded in a mode continuum that produces rapid IVR. If the ET 

timescale is of the order of the mode lifetime, then an experiment 

with ET initiation followed by IR excitation of the high-frequency 

ET-active modes (Fig. 1) could modulate the ET rate “as the electron 

transfers” and possibly while the transfer is still coherent.   

2.3 The Modulating ET by IR excitation of a high-frequency ET-

active vibration 

In previous studies [21-24], we introduced the idea of IR-modulation 

of ET in the context of simple quantum mechanical Hamiltonian 

models. Here we switch to a density matrix formulation that takes 

into account the effects of vibrational relaxation. These effects are 

critical since the de-excitation of the IR-vibrations that are selected 

for ET rate modulation will influence the magnitude of modulation. 

Further, in this study we aim to explore realistic ET system and 

experimental parameter regimes that are likely to be optimal for  the 

IR perturbation of ET rates and yields (e.g., electronic structure 

parameters, vibrational and electron-phonon coupling parameters, 

IR-molecule coupling parameters and IR-pulse characteristics). 

  Our simple model D-B-A ET system (Fig. 1) incorporates 

vibrational relaxation and IR perturbation. The DBA system (S) 

Hamiltonian is  

ˆ ˆ ˆ ˆ ˆ ˆ
S D B A DB ABH H H H V V      ,                            (5)  

where  ˆ
DH  ,  ˆ

BH   and  ˆ
AH   are vibronic D, B and A 

Hamiltonians;  ˆ
DBV  and   ˆ

ABV   are  D-B and A-B electronic 

interaction Hamiltonians. Each of the D, B and A Hamiltonians are 

of the form 

ˆ ˆ ˆ ˆel vi el vi

K K K KH H H H       ( , ,K D B A ),            (6) 

where "el" denotes electronic, "vi" vibrational and "el-vi" electronic-

vibrational-coupling. ˆ el

KH  describe site energies for the relaxed D, 

B and A electron (or hole) states (the energies are denoted 0

DE , 0

BE  

and 0

AE , respectively). ˆ vi

KH  describe the high-frequency modes that 
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are perturbed by ET and that may also be excited by IR.  For ˆ el vi

KH 
, 

we assume linear electron-vibrational coupling. The ˆ
DBV  and ˆ

ABV  

Hamiltonians contain the D-B and A-B electronic couplings.  We 

consider a system that is coupled to two high-frequency vibrational 

modes. The first oscillator (frequency
B ) is perturbed when the 

electron occupies the B state and the second oscillator (frequency

A ) is perturbed when the electron occupies the A state (Fig. 4a).  

For each of the oscillators, we denote the oscillator eigenstates in the 

absence of the electron-vibrational coupling as “unrelaxed” and use 

the symbol un . With the electron-vibrational coupling turned on, 

we denote the oscillator eigenstates as “relaxed” and we use the 

symbol Rn . In summary, the system electronic Hamiltonian is

   

0 0 0ˆ

         .

el

D B A

el el

DB AB

H E D D E B B E A A

V D B B D V B A A B

   

  
          (7) 

In the unrelaxed oscillator representation, the vibrational 

Hamiltonian is  

ˆ

1 1

2 2u u
B A

vi

u u u u u u

B B B B A A A A

n n

H

n n n n n n 



   
     

   
 

       (8) 

and the electron-vibrational interaction  Hamiltonian is 

    ˆ ˆ ˆel vi

B AH B B F R A A F R            
    (9) 

where R̂  and R̂are the displacements of the B and A oscillators 

and 
BF ,

AF   are the forces exerted by the electron on the B and 

A oscillators. The vibronic states of the system are product states.  

For example, in the unrelaxed representation, 

; , u u

B Ael vi vi el n n  , where el D , B or A . Using 

dimensionless displacements for the oscillators in eqn (9), i.e. 

ˆˆ 2 B Bs R m  , ˆˆ 2 A As R m   , the electron-vibrational 

coupling terms are   ˆ
BB B a s  and   ˆ

AA A a s , where 

2B B B Ba F m   and 2A A A Aa F m     are in 

units of energy (Fig. 4b).  

     The interaction of the B oscillator with the IR field is described 

by the Hamiltonian: 

   
2 2

,

,

/2,

0

ˆ
ˆ ˆ( ) ( , , )

ˆ
ˆ           cosIR

B IR

B IR IR IR

tB IR

IR

V t R E t
R

R E e t
R

 


 

  


   




  



                    (10) 

where  
0E   is the field intensity. 

,
ˆ

B IR  is  the vibronic  dipole  

operator,  and   ( , , )IR IRE t      represents a  Gaussian  electric  

field  pulse  of frequency    
IR    centered  at time  with width 

IR . The IR frequency is assumed to be resonant with a vibrational 

transition of the B oscillator. Setting ˆˆ 2s R m  gives 

   
2 2/2

,
ˆ ( ) cosIRt

B IR IR IRV t a e t
  

   ,  where the IR field-to-

mode coupling strength is 

   0 , 2IR B IR B Ba E R m       (in units of energy).  

     The effect of vibrational energy transfer and relaxation of the two 

oscillators, due to interactions with the remaining vibrational degrees 

of freedom, are included in the dissipative relaxation terms. The time 

evolution of vibronic populations and coherences of the system is 

described by a stochastic Liouville equation for the system density 

matrix  ˆ t , given by:  

 
     

ˆ
ˆ ˆˆ ˆcoh dissd t

i L t t L t
dt


                                          (11)  

where      ,
ˆ ˆ ˆˆ ˆ( ),coh

S B IRL t t H V t t    
 is the coherent part 

and   ˆ ˆdissL t  is the dissipative part, chosen to have the Lindbland 

form that preserves the total probability.   The dissipative part 

contains decay rates rel

    between vibrational states   and    of 

the system modes, i.e: 

 † † †

,

ˆ ˆ

1ˆ ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ
2

rel

rel rel rel rel rel rel

L

i R R R R R R            



            



 
 (12) 

where ˆ rel relR       
   (Fig. 4b). In the basis of vibronic 

states in the unrelaxed representation,  eqn (11) and (12) become 

 
 

 

; , ; ; ,

,
; , ; ; ,

ˆ ˆ ˆ( ),

ˆ1 1 ; 1, ; 1,
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      
 

 
 

     

       

 
    ˆ; , ; ,j i i j jn el n n el n n

 
 
 

  
  

   (13) 

 (where the rel

    for K=B,A are given by  1 1rel rel

n n Kn    

) [41]. The above Liouville equation is solved with and without the 

intermediate IR excitation, since at time t=0  the electronic state is 

the donor D, and the high frequency oscillators vibrations are in their 

ground unrelaxed states. To connect with the observables in eqn (1-

4), we compute the time evolution of the D and A probabilities with 

and without the IR perturbation (  DP t ,  ( )IR

DP t and  AP t , 

 ( )IR

AP t , respectively). 

2.3.1 Parameter estimates  

Eqn (7-13) contain a large number of parameters: the electronic 

energies and couplings (eqn (7)), the frequencies of the oscillators 

(eqn (8)), the electron-phonon coupling constants (eqn (9)), the 
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molecule-IR pulse coupling (eqn (10)), and the vibrational decay 

rates (eqn (13)). This parameter space can be partially reduced 

because many of the parameters have restricted ranges for typical 

molecular structures.  

       In the following we will often compare the electron-vibrational 

coupling energy, 2K K K Ka F m    (K=B,A), to the 

vibrational energy level spacing 
K . In particular, 

K K K K Ka S     where 
K  is the reorganization 

energy for charging and 
KS is the Huang-Rhys factor for the mode 

K  [42] (Fig. 4b). For high-frequency modes, 1K Ka   , if we 

consider typical organic molecular groups (see below).  

        For the IR field-to-mode coupling strength, 

   0 , 2IR B IR B Ba E R m    , we consider the ratio

IR B
a  which is the ratio of the strength to the energy-level 

spacing between vibrational levels of the mode involved in an IR-

induced transition. We can partially constrain 
IRa  by using typical 

values of  
,B IR R   for IR-active high-frequency normal modes 

of organic molecules. 

      Several parameters of the model are largely system dependent 

(the electronic site-energies and couplings in eqn (7) and the phonon 

and electron-phonon parameters in eqn (8) and (9), respectively). 

These parameters determine the ET mechanism (e.g., deep tunneling, 

resonant tunneling, or thermally-activated hopping). However their 

values must be such that the D-to-A ET timescale is of the order of 

or less than the life time of the excited ET-active IR-active mode, 

otherwise the excited mode energy will be lost by the time ET takes 

place.  To associate the parameter exploration with ET systems that 

support fast ET, we consider, the rigid D-Bn-A pi-stacked structures 

of Therien and co-workers [43] as an example.  In these systems, the 

electron donor is a Zn porphyrin, the acceptor a quinone, and the 

bridge is comprised of a variable number of phenyl rings connected 

by naphthalene pillars (Fig. 5a). These structures are chosen because 

the photo-induced D-to-A electron transfer time scale for the single-

bridge structure (2a-Zn) and double-bridge structure (3a-Zn) are 600 

fs and 3 ps, respectively [43] (of the order of typical lifetimes of 

high-frequency modes). Further, since we are seeking reversible 

effects of IR excitation, it is natural to consider rigid systems with 

high frequency modes that, when excited, do not change the 

structure of the molecule irreversibly. This condition is also satisfied 

by the  chosen molecular systems. Thus, we imagine adding IR-

active oscillators (e.g., CN groups) to the phenyl of the bridge (Fig. 

5b) so that one may perform the experiment indicated in Fig. 1 

where, e.g., the CN group normal modes are perturbed by IR. We 

intend to use these CN-modified molecules to derive some of the 

parameters for the model indicated in eqn (7-10) so that we may 

explore, on a more realistic footing, if IR excitation of the bridge can 

significantly perturb the ET kinetics. 

       We briefly describe the computation of model parameters for the 

CN-modified 2a-Zn system (denoted as 2a-Zn-CN) in Fig. 5, using 

DFT implemented in the ADF program [44]. We used the GGA PBE 

functional with TZ2P basis sets and the frozen core approximation to 

obtain the energies of the virtual orbitals for the isolated D 

(porphyrin), B ((naphthalene-phenyl/CN)–napthalene) and A 

(quinone) fragments of the 2a-Zn-CN molecule. We also used 

ADF’s charge-transfer-integral module to compute the electronic 

couplings between the virtual orbitals.  The energies obtained for the 

fragment LUMO orbitals and for the electronic couplings between 

them are shown in Fig. 6 (the fragment LUMO orbitals are shown in 

Fig. 7). For excited state ET, these LUMO orbitals represent D, 

possible B and A orbitals for ET. Fig. 6 shows that in these pi-

stacked systems, 0.2el el

DB ABV V eV  and / 1el

DB DBV E 
           

 

( / 1el

AB ABV E   ). 

      To make contact with the experiments in ref [43], we also 

computed the 2a-Zn-CN molecule’s absorption spectrum using 

TDDFT and compared to experiment using ADF with the same 

methods as described above. The experimental absorption spectrum 

for 2a-Zn has a peak centered at ~ 550nm  and the excitation that 

initiates photo-induced ET is centered around this wavelength [43]. 

The ADF computed spectrum for 2a-Zn-CN contains a sub-band at 

about 585nm  and the corresponding excited states contains 

HOMO-1/HOMO to LUMO+1/LUMO+2 
*   excitations 

localized on the porphyrin subunit of 2a-Zn-CN. These 
* 

states closely resemble the corresponding excited states computed 

for the isolated porphyrin fragment (Fig. 7, left), and the   and 
*  

orbitals involved are very close to the HOMO-1/HOMO and 

LUMO/LUMO+1 orbitals of the fragment (LUMO and LUMO+1 

are energetically very close).   Further, the computed minimum 

energy HOMO to LUMO transition for 2a-Zn-CN  involves a   

orbital HOMO localized at the porphyrin D subunit (very close to 

the HOMO of the isolated porphyrin fragment), and a LUMO that is 

localized at the quinone subunit and that is approximately the 

LUMO of the isolated quinone fragment (Fig. 7 right).  Therefore 

the D, and A orbitals and their energies for 2a-Zn-CN ET are well 

represented by the values computed for the isolated fragments shown 

in Fig. 6. The D state is energetically higher than the A state               

( 0 0

D AE E  in Fig. 4), and the B electronic states present a tunneling 

barrier for ET.  

       The electron-phonon coupling parameters of our effective model 

(eqn (9)) will depend on the delocalization of the bridge orbitals 

occupied by the electron during ET. Although the bridge LUMO 

shown in Fig. 7 is delocalized over the phenyl ring and the 

connecting napthalenes, there exist higher-energy bridge virtual 

orbitals that are more localized on the phenyl ring (these orbitals 

may also be partially occupied during ET). To obtain indicative 

values for the electron-phonon coupling parameters for bridge virtual 

orbitals with different extend of delocalizations, we use the ADF 

FCF module [45-47]. The module computes modes and normal-

mode reorganization energies for electron and hole insertion at the 

DFT level (using geometry optimization for the neutral and the 

charged molecules). In our computations of bridge electron-phonon 

coupling parameters, we use either a bridge fragment that 

incorporates the central phenyl ring with a CN group and the 

naphthalene units, or a fragment with just the central phenyl ring 

with a CN group (all capped with hydrogens). The high frequency 

normal modes involving CN group vibrations are the same for both 

bridge fragments and are localized on the phenyl around the CN 

bond. However, the lowest energy virtual orbital that is occupied by 

the electron in the anionic bridge fragment used by the ADF 

computation, (the LUMO of the fragment), has different 

localizations for the two bridge types. For the larger bridge structure 

the LUMO is delocalized over the phenyl ring and the naphthalene 

units (as in Fig. 7). For the smallest bridge structure the LUMO is 

localized on the phenyl ring (mimicking virtual orbitals of the phenyl 

ring – naphthalene bridge with energies higher than the bridge 

LUMO of Fig. 7). This methodology allows us to access a range of 
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electron-phonon parameter values indicative of electron insertion in 

delocalized and localized bridge virtual orbitals. We find that for a 

bridge virtual orbital delocalized over the phenyl and naphthalene 

rings (Fig 7, middle), the highest 
B Ba   ratio for a CN localized 

normal mode is 210B Ba    (where 0.28B eV  , 

0.002Ba eV , 52 10B eV   ). For bridge virtual orbitals that 

are mostly localized on the phenyl ring, the highest 
B Ba   ratio is  

0.4B Ba    ( 0.28B eV  , 0.11Ba eV , 0.04B eV  ). 

We will use this range of parameters in our model. To obtain 

electron-phonon coupling parameters for the acceptor we use the 

ADF FCF module using the A (quinone) fragment. We choose the 

quinone mode with the highest value of the  
A Aa    ratio               

( 0.2A eV  ,  0.15Aa eV and  0.11A eV  ).  

       The IR field-to-mode coupling strength  

   0 , 2IR B IR B Ba E R m     (eqn (10)) depends on the 

electric field strength 
0E , which is constrained by the laser field 

characteristics (e.g., laser’s repetition rate, energy per pulse, pulse 

length and diameter etc.). We consider a typical mid-IR pulse setup 

with a repetition rate 1KHz , with energy per pulse of about 10 J

, pulse duration 100 secIR f   and with pulse diameter of about 

50 m .  From the power of one pulse and the pulse diameter we 

can compute the intensity I of the laser beam and then calculate 
0E  

that corresponds to the pulse characteristics (using 2

0 00.5I cE , 

where
0 is the electric permittivity of vacuum, c  the velocity of 

light). By relating 
,B IR R   to the integrated absorption intensity 

A  of the IR-exited mode, we can obtain the expression 
11

01.464 10 /IR Ba E A    (see Appendix), where 
IRa  and 

B  are in units of eV, 
0E  is in units of V/cm and A  in units of 

km/mole. Both  A  and 
B  are computed for the CN localized 

mode using ADF. The result is
23 10IR B

a     which is quite 

small, as expected for high frequency modes. However, if we 

consider the case where the molecular structure is adsorbed and/or 

located in close proximity to rough metal surfaces, metal island 

films, or metal particles the molecular IR absorption intensities are 

significantly changed. This phenomenon of IR absorption 

enhancement is called “surface-enhanced infrared absorption” 

(SEIRA) (for a review see [48-50]), and the SEIRA absorption 

intensity is often expressed as
SEIRA SEIRAA A f  , where

10 1000SEIRAf   . Therefore, the SEIRA effect allows greater 

flexibility on varying the magnitude of 
IRa  in an experiment, 

11

01.464 10 /IR SEIRA Ba E f A   .  In the following we use a 

conservative value 40SEIRAf   to bring
IRa  up to magnitudes that 

could be accessible by SEIRA experiments. For high-frequency CN 

modes this enhancement gives 0.2.IR B
a    Since we are 

considering SEIRA experiments, we have to allow the possibility of 

fast vibrational relaxation of the IR-excited mode in the simulations. 

Therefore, we vary 1/ rel

B  from sub-ps (100 fsec) to ps values.  

2.3.2 Parameter search  

To summarize we have obtained a set of model parameter values for 

a class of DBA ET systems that performs fast (sub-ps to ps) photo-

induce ET. These values will be used as a starting point for our 

numerical exploration of IR-perturbed ET. Using our model (eqn (7-

11)) we compute  KP t ,  ( )IR

KP t  (K=D,B,A), and the integrals 

 
0

T

KdtP t and   ( )

0

T
IR

KdtP t  (K=D,A) that are necessary for 

computing yields. The time T in the integrals is the time required for 

the IR-perturbed D, B, and A probabilities to return to their 

unperturbed values (this always happens since the IR pulse is of 

finite width). In the examples shown in the figures, we report the 

fractional changes in D and A yields computed over finite times T,  

   

 

( )

0 0

0

T T
IR

D D

D T

D

dtP t dtP t
I

dtP t



 


,                              (14a)

   

 

( )

0 0

0

T T
IR

A A

A T

A

dtP t dtP t
I

dtP t



 


                                           (14b) 

Large values of 
KI  suggest that the IR perturbations of the ET rates 

can be observed via yield measurements of reactions that involve 

either D or A. The IR pulse is always applied during the ET event. 

We choose the initial state with electron on D and the oscillators in 

their unrelaxed ground states ( 0 0u u

B AD ). For the final state, 

the electron is transferred fully to A, the bridge oscillator is in an 

unrelaxed state, and the acceptor oscillator in a relaxed state              

( u R

B AA n n ). In all computations we maintain initial state to 

final state resonance which ensures that the unperturbed (without IR 

perturbation) ET rate is of ~ps timescale. Further , in eqn (10), the 

pulse width
IR  is ~100 fs and 

IR B
a   can vary between 3x10-2 

and ~0.2 (the minimum value mimics a solution-phase experiment 

and the maximum value, a SEIRA experiment with ~ 40 times 

enhancement, see Appendix). 
B B

a  can vary between ~10-2 and 

~0.5 (delocalized versus localized bridge orbitals). 

2.3.3 Discussion 

Our simulations show that the effect of IR on the D, B and A 

probabilities and on the ET yields (eqn (14)) is negligible for the 

parameters derived from the computations on 2a-Zn-CN, even for 

high 
IRa  values compatible with SEIRA experiments and for the 

highest 
Ba . This is mainly due to the fact that the B LUMO is off-

resonant to the D LUMO, thus creating a tunneling barrier for the 

electron as it transfers from D to A (Fig. 6). Therefore, the 

transferring electron does not occupy the bridge with high 

probability, and the IR excitation of the B oscillator (eqn (10)) 

cannot perturb ET even with very strong surface-enhanced fields. A 

design solution to produce stronger IR perturbations on ET is to 

change the D, B or A moieties so that the B LUMO energy lies 

between D and A LUMO energies in order to obtain energetic 

resonance  0 0 0 .D B AE E E   In this case it is expected that the 

transferring electron will occupy the bridge with high probability.  

Several examples of this regime are discussed below. 
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        Fig. 8 shows the time evolution of the D, B and A probabilities 

with and without IR for the parameters derived from the 

computations on 2a-Zn-CN (Figs. 5-6) and with a large 

0.2IR Ba   . In the simulation we have set 0 0 0

D B AE E E   to 

mimic the regime of ET where the bridge electronic states can be 

occupied by the transferring electron with high probability. The 

vibrational relaxation time is 1 ps and / 1el rel

BV                      

( / 333el rel

DB BV    and / 338el rel

AB BV   ). The effect of the IR 

pulse on the yields is 10-65%. Therefore, if the B orbital energy is 

brought within the D-A energy gap,  0 0 0

D B AE E E  , the IR-

perturbation on the D and A yields can be substantial. This energy 

shifting can be achieved in the context of our model compound by 

adding substituents to the porphyrin ring or to the bridge. For 

example, we performed  ADF computations  using the GGA PBE 

functional with TZ2P basis, to confirm that the bridge LUMO 

energy can be tuned between the D and A LUMO energies by 

substituting electron-withdrawing groups (e.g., -NO2,-CHO,-CN,-

CF3) on the phenyl ring. Similarly, the D LUMO can be lifted above 

the B LUMO by substituting electron-donating groups on the 

porphyrin   (e.g., -NH2,-CH3,-OCH3) [51]. 

        To demonstrate the robustness of the above result to changes in 

system parameters, Figs. 9 and 10 show the same system as in Fig. 8 

with a vibrational relaxation time of 1 ps, but with different values 

for the electronic couplings that lower the ratios of /el rel

BV   

while maintaining / 1el rel

BV   . We see that ET-perturbation 

effect is relatively robust to changes in 
elV  in the regime

/ 1el rel

BV   , especially with respect to 
DI . Further, if the 

electronic couplings are unsymmetric (
el el

DB ABV V ) the IR-

perturbation to the D yield can be enhanced up to 40% for short IR-

pulse delay times 
0t  (Table I). 

       Fig. 11 shows the influence of faster-than-psec vibrational 

relaxation of the B oscillator (1/ 164rel

B fs  ), keeping the other 

parameters of the system as in Fig. 8. In this case, the electronic 

couplings are symmetric and / 60el rel

DB BV   , / 60el rel

AB BV  

. The effect of increasing the vibrational relaxation rate while 

keeping / 1el rel

BV    is to enhance the IR perturbation for the D 

yield to values close to 70% ( 0.7DI  , 0.1AI   ). This 

enhancement is robust with respect to the IR-pulse delay time (Table 

II). Fig. 12 shows the same system as in Fig. 11 where the A-B 

coupling is reduced to introduce a coupling asymmetry (

/ 60el rel

DB BV    and / 5el rel

AB BV   ). The asymmetry, as in 

the case of Fig. 10 (Table I), enhances the yields with 0.93DI   

and 0.19AI   . The IR perturbations are largely independent of 

the IR-pulse delay times (Table III).  

        In the above simulations, the ratio of /el rel

DB BV   and 

/el rel

AB BV   are greater than unity. This is due to the relatively high 

coupling values (imposed by the pi-stacking DBA arrangements in 

the molecules used as an example), and the sub-ps to ps lifetime of 

the bridge CN vibrational mode excited by IR. If these ratios are 

reduced, the effect of the IR on the D and A yields is also reduced. 

In Fig. 13, we show the effect of reducing the /el rel

BV   ratios to 

values less than 1 (the other parameters are the same as in Figs. 11 

and 12). The IR- perturbation to the ET yields drops to 10% and 4% 

for D and A respectively (eqn (14)). Table IV shows that the 10% 

perturbation persists for all time delays of the IR pulse.  

A general trend is observed in Figs. 8-13 if we define the 

ET time scale 
ET    to be approximately the time when the 

unperturbed acceptor probability passes through ~50% ( 0.5AP 

), and we compare this time to the vibrational relaxation time of the 

IR-perturbed B mode, 1rel rel

B B   . For Figs. 8, 10, 11 and 12, 

rel

B ET   (the time scales of ET and vibrational relaxation are of 

the same order), and for Figs. 9 and 13,
rel

B ET    (the vibrational 

relaxation of the B mode is faster than ET). In Figs. 8,10,11 and 12 

the application of the IR perturbation targeting the B mode leads to 

significant IR effect on the D, A populations and the yields (

0.1 0.96,  0.01 0.22D AI I  ). In contrast, in Figs. 9 and 

13, the IR-perturbation effect is much smaller (

0.01 0.15,  0.01 0.05D AI I  ). 

In general, our simulations indicate that IR perturbations 

of ET yields can be substantial if the electron-vibrational coupling is 

significant (up to the realistic value of 0.5B B
a   ) and the 

transport mechanism is coherent resonant through-bridge tunneling 

with / 1el rel

BV   , provided that the IR-perturbation is strong ( 

e.g., 0.2IR B
a   ).  Such strong IR perturbation is readily 

achievable via SEIRA experiments. It should be noted that the ratio 

B Ba  is never taken to values much greater than unity because 

this would give unrealistic electron-vibrational coupling constants 

Ba  given that 
B  is always a few tens of an eV (as we are 

considering high frequency ET-active modes that lie above the mode 

continuum). 

In summary, we have shown that in D-B-A systems where 

the ET mechanism is coherent resonant tunneling, the ET rate can be 

perturbed during electron transfer by IR excitation of a high-

frequency B ET-active mode.   The ET rate perturbation is enhanced 

if the ET system’s D-B and A–B electronic couplings are large 

enough such that the overall ET time is of the order of the 

vibrational relaxation time of the system’s IR-perturbed mode. These 

conditions are valid for systems with realistic electron-vibrational 

coupling values ( 1B Ba   ), and they can give up to 100% 

changes in the ET yields if the IR-pulse perturbation is strong, 

within the limits that can be achieved by SEIRA experiments.  

2.4 IR perturbation of slow ET rates with low-frequency ET-

active vibrations 

 The typical vibrational-relaxation and energy-redistribution times of 

excited vibrational modes in molecules are sub-ps to a few ps. Most 

bridge-mediated ET time scales are much longer than ps. In this 

regime of slow ET (slow with respect to vibrational relaxation), 

bridge ET-active modes (modulating B electronic state energies 

and/or D-B (A-B) electronic couplings) may have periods much 

slower than psec. Such “low frequency” ET-active modes lie deep in 

the mode continuum of the molecule and are very difficult to excite 

directly and selectively by IR. Even if these modes could be excited, 

they are likely to lose their excess energy to the mode continuum on 

a very fast time scale (sub-ps). Therefore, to perturb the ET rate 
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using the low-frequency ET-active modes, the latter must serve as a 

sink of excess energy supplied to the system via other high-

frequency modes that can be selectively excited by IR. ET must be 

initiated when the excess vibrational energy has reached the ET-

active modes, such that the ET reaction will take place in a 

nonequilibrium ensemble of these modes. Further, the ET-active 

modes should be able to retain the excess energy for a sufficiently 

long time to sustain the nonequilibrium ET ensemble.   

       To illustrate this point, consider bridge-mediated ET where the 

ET mechanism is through-bridge elastic tunneling and the ET 

timescales are much longer than ps [1,2,11]. Often, the bridge-

mediated D-A coupling is very sensitive to bridge vibrations [52,53], 

e.g., when the relevant electron-tunneling pathways contain through-

space or hydrogen bond steps with a range of thermally accessible 

distances (i.e., soft vibrations) [9-12,54,55]. In this case, where 

access to a wide range of structures is possible and the time scale of 

interchange is rapid, the rate is given by 

  22
D A DA FCeq

k T 

 , where

FC is the Franck Condon 

factor and 
2

DA eq
T is the thermal equilibrium average of 2

DAT . 

Consider high-frequency IR-active modes that transfer excess energy 

to the ET-active modes that modulate 
DAT  (when the former are 

excited by IR) on a time scale 
IVR (Fig. 14a). If ET is initiated at a 

time 
IVR  after IR excitation, the ET rate is 

 ( ) 22
D A

IR

DA FCneq
k T 


 , where 

2

DA neq
T  is an average over 

a nonequilibrium ensemble (with respect to the ET-active modes) 

which modulates the D-A coupling (Fig. 14b).  

      Therefore, in this slow ET rate regime, the design of an 

experiment that produces IR modulation of ET rates will depend 

critically on the details of molecular structure. The ET system must 

have vibrations that modulate ET pathways, and these vibrations 

must also be sinks for the excess energy supplied to the system by 

the excitation of high-frequency IR-active modes. It is thus essential 

to have computational tools that can identify the molecular electron 

tunneling pathways, the ET-active modes that modulate them, the 

IVR pathways that deactivate the ET-active modes, and the 

corresponding IVR timescales, 
IVR . The computation of time-

dependent tunneling pathways and 
2

DA eq
T  is quite familiar [10], 

but the computation of IVR pathways and IVR time scales remains a 

challenging task [38-40]. Combining electron tunneling and IVR 

pathway design in order to maximize 2

DA neq
T  is possible in the 

context of classical nonequilibrium molecular dynamics simulations 

(that model the effect of IR excitation) coupled to electronic 

structure computations on DBA structures  derived from the 

nonequilibrium ensemble (a subject of a future paper [56]).  

Conclusions 

Previous theoretical studies of IR-pulse control of ET rates [21-24]   

motivated experiments on small D-B-A systems that demonstrate ET 

rate modulation is possible by targeting specific bridge ET-active 

modes [25,27]. These experiments showed different levels of IR-

induced modulation and the challenge now is to understand the 

parameter regimes that determine the magnitude of the effect and to 

suggest systems and experimental setups that optimize ET rate 

control. Another central challenge is to understand the influence of 

vibrational energy redistribution (and dephasing) which is likely to 

diminish the influence of vibrational excitation of ET-active modes 

on ET rates and yields.  To this end, we have explored the feasibility 

of perturbing bridge-mediated ET by exciting ET-active bridge 

vibrations with a single IR pulse using a density matrix (Lindbland-

type) model that takes into account vibrational relaxation. We also 

presented experimental observables, pulse sequences and molecular 

architectures that may enable measurement of IR-pulse perturbations 

to bridge-mediated ET rates. The suggested molecular architectures 

may also allow for control of ET pathways in D-B-A systems via 

selective IR excitations of bridge modes.  

 

        In this context, we explored two scenarios for IR control, one 

for slow nonadiabatic ET rates (slower than vibrational relaxation 

times) and the other for fast ET rates (of the order of vibrational 

relaxation times). The main focus of this study is the fast ET rate 

regime (~ ps) where the aim is to perturb ET “as the electron 

transfers” by directly exciting an IR-active ET-active bridge mode 

with subpsec period and a frequency above the mode continuum. In 

this fast ET regime, vibronic coherences are likely to influence ET as 

long as the solvent environment does not destroy such coherences on 

time scales faster than the ET time scale. In this situation the IR 

perturbation changes the ET rate by directly affecting these 

coherences. 

      We find that two important generic conditions need to be 

satisfied in order to have any measurable IR-perturbing effect on the 

ET rate “as the electron transfers”. First the B electronic state must 

be occupied with substantial probability during ET. Since the IR 

pulse weakly perturbs the bridge oscillator, and the bridge oscillator 

interacts with the occupied B electronic state, the state should have 

large occupation during ET in order to perturb ET sufficiently with 

IR.  This means that the B state cannot be a deep tunneling barrier 

for the transferring electron as in that case there is negligible 

population buildup of this state during ET. The second condition 

relates to the competition between vibrational relaxation and ET. If 

the timescale of ET into B (from D) and out of B (to A) is slower 

than typical vibrational relaxation  times of the B oscillator excited 

state, then effects of the IR pulse on ET as the electron transfers will 

be diminished. By the time ET to (and from) the bridge takes place 

the IR-excited oscillator will have relaxed to the ground state and the 

IR pulse will not influence ET.  

       This condition can be roughly described as follows: if the D-B 

system is isolated by turning off the B-A electronic coupling   then 

the D-to-B ET timescale should be comparable to or shorter than the 

B oscillator vibrational relaxation timescale. The same should hold 

for the B-to-A ET time scale if the B-A system is isolated by turning 

off the D-B electronic coupling. It must be emphasized that in this 

work we are not analysing a simple activation (heating) effect of the 

IR pulse. Namely, if B vibrational relaxation is fast and it takes place 

before ET from B-to-A, then an IR pulse applied to B after 

vibrational relaxation could activate ET to A. The regime studied 

here is different; it is the IR-pulse perturbation (disturbance) of 

coherent ET prior to or during vibrational relaxation.  

          The observations above suggest that the IR-perturbation effect 

is maximized for coherent resonant tunneling.  For typical and 

moderate bridge electron-vibrational couplings, the IR-perturbation 

effect is substantial only for relatively strong IR fields that are 

accessible via surface enhanced infrared absorption settings. An 

alternative to surface enhanced IR for augmenting the vibrational 

excitation of the bridge (albeit less specifically) is to attach heat 

source molecules to the bridge [57]. These molecules (e.g., 

azobenzene) undergo rapid internal conversion when excited 
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electronically, damping the excess electronic energy to neighboring 

vibrations.  

         For the slow ET rate regime modulated by low-frequency 

ET-active bridge modes, IR-excitation of high frequency bridge 

modes should be designed to change the thermal ET ensemble 

to a nonequilibrium ensemble of the ET-active modes. This is 

possible only if the ET-active modes serve as a sink for the 

excess vibrational energy supplied by the IR-pulse. 

Alternatively it is interesting to explore whether THz pulses 

that directly excite the low frequency ET active modes can be 

used to perturb ET. Designing ET systems with such 

characteristics requires realistic simulations of IVR pathways 

coupled to ET pathways, and such simulation protocols are the 

subject of a follow up paper. 

 

Appendix 

An ultrafast pulsed laser periodically emits pulses of energy, with a 

specific repetition rate, of ultra-short time duration [58] (Fig. A1). 

Typical mid-IR pulses of interest can be generated with a repetition 

rate 1KHz  (a pulse every 1msec, Fig. A1), with energy per pulse 

of about 1 10 J  and pulse duration 100 secIR f   and with 

pulse diameter of about 50 m .  In the D-B-A systems under 

study the ET time scale is of order ps. After ET initiation, and within 

a ps time interval, we assume that one IR pulse can be applied, 

centered at 
0t  (where 

0t   in eqn (10)). In order to calculate the 

power of one pulse, we divide the generated pulse energy with the 

pulse duration, which is described by its width .IR  From the power 

of one pulse and the pulse diameter we can compute the intensity I
of the laser beam (power per unit area). The intensity is then set 

equal to 2

0 00.5I cE  , where
0 is the electric permittivity of 

vacuum, c the velocity of light and 
0E is an average of the electric 

field strength. Using this latter equation and the previously computed 

value of I we can derive a value for 
0E  in units V/cm that 

corresponds to the pulse characteristics. 

If we assume Beer’s law and 
0

aCI I e , the integrated absorption 

intensity of an infrared transition is defined as [59]: 

  01
ln

band band

I
A a d d

C I
  

 
   

 
                            (A1) 

where
0I is the intensity of radiation incident on the sample at 

wavenumber  , I the transmitted intensity, a is the absorptivity, 

C is the sample concentration and  the path length. The range of 

integration is over a spectral region of interest. 

The integrated absorption intensity of the ith fundamental 

vibrational band, 
iA in /km mole , is related to the dipole moment 

derivative with respect to the ith mass-weighted normal mode 

coordinate, 
iQ  by [44,59,60]: 

2

2

0

1

4 3

A i IR
i

i

N g
A

c Q

 



 
  

 

                                                     (A2) 

where 
AN , c and 

ig  are Avogadro’s number, the velocity of light 

and the degeneracy of the ith band, respectively, and 
04 permits 

use of SI units. 

In our models we have defined the IR pulse perturbation as (eqn 

(10))  0 , 2 .IR B IR B Ba E R m     Using eqn (A2) where 

i BQ m R  to solve for 
,B IR iQ  , and substituting into 

IRa , 

gives  

11

01.464 10 /IR i Ba E A                                           (A3) 

in units of eV. 

We use this equation to compute 
IRa  with the value of 

0E  as 

derived from the pulse characteristics above, and with 
iA  and 

B

values computed for the CN normal mode of interest using the ADF 

normal mode module. This gives the lowest limit of 
2/ 3 10IR Ba    . 

To obtain upper limits for /IR Ba   we consider the surface 

enhancement infrared absorption (SEIRA) effect. This effect is 

described by introducing an enhancement factor for the molecule’s 

specific absorption intensity  SEIRA

i i SEIRAA A f , where 

10 1000SEIRAf   . Therefore, taking into account the SEIRA 

effect,   

 11

01.464 10 /IR SEIRA i Ba E f A    .                             (A4) 

where 
IRa  and 

B  are in units of eV, 
0E  is in units of V/cm  and 

iA  in units of km/mole. In this work we use 40SEIRAf  (a 

conservative value) to obtain the upper limit of / 0.2IR Ba   . 

. 
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Fig. 1 DBA ET where a UV (VIS) pulse excites the D electronic state 
initiating ET to the A state, and an IR pulse excites selected B vibrational 

modes. The final A state population is either probed by another UV(VIS) 

pulses or indirectly if A  is involved in a chemical reaction whose rate is 
measurable. 

 

       
Fig. 2 DBA ET where a UV (VIS) pulse excites the D electronic state 

initiating ET to the A state, and an IR pulse excites selected B vibrational 
modes. The D state is involved in a competing chemical reaction that 

produces the product X. By measuring the fractional change upon excitation 

with IR of the infinite time yield of this reaction it is possible to deduce the 
fractional change in the ET rate induced by IR (eqn (1)). 

 

          
Fig. 3 A D moiety connected via left and right B units (

LB , 
RB ) to A 

moieties (
LA , 

RA ). Upon photo-excitation of D, irreversible ET is initiated 

simultaneously to 
LA  and to 

RA  (with ET rates 
Lk and 

Rk ).  For this 

system architecture, the IR excitation of one B unit can irreversibly affect the 

directionality of ET. In addition, the asymmetry in the infinite-yields of the 

LA  and 
RA  can give a direct measure of the IR perturbation of the ET rate.  

 

Fig. 4 a) Schematic diagram of the model system in eqn (7-13). The system 

is comprised of a D, B and A electronic state and two oscillators, one coupled 

to the B state and the other to A state. b) Diagram showing that the oscillator-

electronic state coupling is linear. The oscillator state dynamics is dissipative 

with vibrational relaxation rates rel

   . In this work we focus on fast 

coherent ET, where the ET rate is of the order of the vibrational relaxation 
rates. 

               

Fig. 5 a) The pi-stacked D-B-A systems that are used as a case study for 

photo-induced ET. The Zinc-porphyrin is the donor the bridge is comprised 

of phenyl rings connected by naphthalene units and the acceptor is quinone 
[43]. Photo-induced ET rates are 600 fsec for 2a-Zn and 3 psec for 3a-Zn. We 

envisage adding IR active groups to the bridge units such as CN in order to 
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probe for IR perturbed ET (e.g., as in Fig. 1). b) A CN group substitution to 

the phenyl of the bridge. 

 

        
Fig. 6 Energies of LUMO molecular orbitals of the D, B and A fragments of 

2a-Zn-CN (Fig. 5). The red lines represent the charge transfer integrals 

between these states. All computations were performed with the ADF 
program [44]. 

 

      
Fig. 7 The LUMO orbitals of the isolated D, B and A fragments of the 2a-Zn-

CN (Fig. 5).  The B LUMO (middle) is delocalized over the phenyl ring and 

the connecting naphthalenes. 
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Fig. 8 Time evolution of D, B and A probabilities with and without the IR 

pulse for the model in eqn (7-8) using some of the parameters computed for 

the 2a-Zn-CN molecule (Figs. 5-6). The electronic Hamiltonian parameters 

are: 0 0DE eV , 0 0.24BE eV  ,
0 0.57AE eV  and 0.233el

DBV eV

0.237el

ABV eV . 0

BE  is brought to a value between 0

DE and 0

AE while 

maintaining initial-to-final vibronic state resonance. The vibrational and 

electronic-vibrational Hamiltonian parameters are  0.28B eV  ,  

0.2A eV  , 0.11Ba eV  and  0.15Aa eV . The vibrational 

relaxation time scales are psec, 0.0007rel rel

B A eV    . For the IR-

perturbation, 0.06IRa eV , 
0 500 sect f and 100 secIR f  .  The 

effect of IR-excitation is significant, giving  0.35DI  and 0.1AI   (eqn 

(14) with T= 6 psec). Observe that in this system / 333el rel

DB BV    and 

/ 338el rel

AB BV   . Defining the ET time scale 
ET   to be approximately 

the time when the unperturbed acceptor probability passes through ~50% (

0.5AP  ), and 1rel rel

B B   , we have 1000 secrel

B f  and

1000 secET f   .  

0 5000 10000 15000 20000

0.0

0.2

0.4

0.6

0.8

1.0

P
o

p
u

la
ti
o

n

Time (fsec)

 D

 B

 A

 D (IR)

 B (IR)

 A (IR)

 

Fig. 9 As in Fig. 8 but with weaker couplings ( 0.003el

DBV eV , 

0.002el

ABV eV ), such that the ratios  /el rel

BV   are lowered (

/ 4el rel

DB BV   , / 3el rel

AB BV   ). The pulse is applied at 

0 2000 sect f ,  and the other parameters are the same as in Fig. 8. The 

effect of IR-excitation is not very different from Fig. 8 for the D fractional 

yield, 0.13DI   , but it is reduced for the acceptor fractional yield, 

0.04AI  . For this system 1000 secrel

B f  , and 7600 secET f  .  
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Fig. 10 As in Fig. 9 but with very asymmetric inter-site coupling (

0.003el

DBV eV , 0.02el

ABV eV , / 4el rel

DB BV   , / 30el rel

AB BV   ). 

The pulse is applied at 
0 2000 sect f   and the other parameters are the 

same as in Fig. 9. The effect of IR-excitation is comparable to Fig. 9, with 

0.21DI   and 0.04AI  . For this system 1000 secrel

B f  and

1870 secET f  . 
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Fig. 11 As in Fig. 8 but with faster vibrational relaxation time scales of 164 

fsec ( 0.004rel rel

B A eV    ), giving / 60el rel

DB BV    and 

/ 60el rel

AB BV   . The pulse is applied at 
0 500 sect f  and the other 

parameters are the same as in Fig. 8 The effect of IR-excitation on the D  

yield is large,  0.7DI   ( 0.1AI   ). For this system 164 secrel

B f 

and 207 secET f  . 
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Fig. 12 As in Fig. 11 (164 fsec vibrational relaxation) with asymmetry in the 

electronic couplings giving / 60el rel

DB BV    and / 5el rel

AB BV   . The 

pulse is applied at 
0 500 sect f . For this system 164 secrel

B f        

and 292 secET f  and 0.93DI   and 0.19AI   .  
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Fig 13 As in Figs. 11 and 12 (vibrational relaxation time scales of 164 fsec), 

but with reduced couplings giving / 0.75el rel

DB BV   and 

/ 0.5el rel

AB BV   . The pulse is applied at 
0 3000 sect f ,  and the other 

parameters are the same as in Fig. 12. The effect of IR-excitation is greatly 

diminished, 0.1DI  and 0.04AI    because the ratios /el rel

BV   are 

below unity. For this system 164 secrel

B f   and 6326 secET f  . 

 
 
Fig. 14. The nonadiabatic ET time scales are much slower than vibrational 

energy redistribution time scales. Due to the long distance between D and A, 
low-frequency bridge modes modulate the bridge-mediated D-A tunneling 

matrix element. Low frequency modes cannot be selectively excited by IR 

and lose their excitation energy very fast to the continuum. In this situation a 
design principle for perturbing the ET rate with IR is to use high frequency 

IR active modes that dump their energy to the low-frequency ET-active 
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modes (a). If this energy transfer is of a time scale 
IVR , the IR excitation 

must be applied a time
IVR  prior to the UV (VIS) excitation that initiates ET. 

This strategy will create a nonequilibrium bridge structural ensemble and a 

corresponding non-equilibrium 
DAT  ensemble described by a probability 

density  neq

DAP T  (14b, upper). If  neq

DAP T  is sufficiently different 

from the thermal (equilibrium) probability density  eq

DAP T  (4b, lower), 

the nonadiabatic ET rate will change upon excitation with IR.  

 

Fig. A1: Representation of the generated pulses. K:number of pulses in time 

interval tk 

 

t0  ID IA 

200fsec -0.404 0.083 

1000fsec -0.343 0.078 

2000fsec -0.216 0.032 

4000fsec -0.080 0.008 

 
 

Table I (Fig. 10) D and A fractional yields (eqn (14)) as a function of IR 

pulse delay t0 for the system of Fig. 10 (vibrational relaxation time of psec, 

/ 1el rel

BV   ). The effect of the IR-pulse is larger for the D yield and it is 

maximized for the shorter time delays (35-40%). 

t0  ID IA 

200fsec 0.598 -0.106 

500fsec 0.698 -0.112 

700fsec 0.739 -0.122 

1000fsec 0.751 -0.126 

 

Table II (Fig. 11) D and A fractional yields (eqn (14)) as a function of IR 
pulse delay t0 for the system of Fig. 11 where the vibrational relaxation time 

is reduced to 164 fsec and / 1el rel

BV   . The effect of the IR-pulse is 

enhanced for the D yield compared to the case of Table I and it remains 

relatively constant as a function of the delay time. The yield perturbation is of 
the order of 70 % for D and 10% for A. 

 

 

 

 

t0  ID IA 

200fsec 0.954 -0.171 

300fsec 0.818 -0.150 

500fsec 0.931 -0.189 

700fsec 0.963 -0.216 

1000fsec 0.883 -0.206 

 

Table III (Fig. 12) 

D and A fractional yields (eqn (14)) as a function of IR pulse delay t0 for the 
system of Fig. 12 with unsymmetric electronic couplings and 

/ 1el rel

BV    (vibrational relaxation time of 164 fsec). The effects of the 

IR-pulse remain relatively constant as a function of the delay time. The yield 

perturbation is of the order of 100% for D  and 20%  for A.   

t0 ID IA 

200fsec -0.079 0.015 

1000fsec -0.012 -0.037 

3000fsec 0.122 -0.039 

5000fsec 0.139 -0.038 

6000fsec 0.132 -0.035 

 

Table IV (Fig. 13) D and A fractional yields (eqn (14)) as a function of IR 

pulse delay t0 for the system of Fig. 13 (vibrational relaxation time of 164 
fsec). The effects of the IR-pulse on the yields are reduced compared to Table 

II and III because / 1el rel

BV   .  
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