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The electric signal induced by an ultrasonic wave on aqueous solutions of charged species is measured and analyzed. A device is

developed which measures the raw induced electric signal for small sample volumes (few milliliters) and without any preceding

calibration. The potential difference generated between two identical electrodes, called the ionic vibration potential (IVP), is

thus easily deduced. In parallel, a theory for the IVP is built based on a robust analytical theory already used successfully to

account for other transport coefficients in electrolyte solutions. From the analysis of the IVP measured for several aqueous

electrolyte solutions, which are well defined model systems for this technique, we explain and validate the different contributions

to the signal. In particular, the non ideal effects at high concentrations are thoroughly understood. A first step towards colloidal

systems is presented with the analysis of the signal in solutions of a polyoxometallate salt, opening determinations of reliable

electrophoretic mobilities in dispersions of nanoobjects.

1 Introduction

It has become traditional to assess the ability of charged par-

ticles to aggregate from the measurement of their electroki-

netic potential or zeta-potential ζ , defined as the electrostatic

potential at the plane where slip with respect to bulk solu-

tion is postulated to occur1. This quantity is often deduced

from the electrophoretic mobility measured by optical tech-

niques (laser Doppler velocimetry or Single Plane Illumina-

tion Microscopy), that are naturally limited for samples which

strongly absorb or scatter light in the visible spectrum. The

use of an ultrasound wave instead of light is often a very ef-

ficient method to circumvent these pitfalls. The response to

an applied acoustic field of a solution containing charged so-

lutes was put forward by Debye in 19332 in the case of elec-

trolyte solutions. When an ultrasonic wave is applied to a solu-

tion of charged species, particles follow more or less the fluid

which oscillates back and forth. According to their respective

masses, the particles displacements might differ, generating

a transient separation. This minute charge separation creates

an electric field which can be measured. The potential differ-

ence U generated between two identical electrodes (separated
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by a gap at any odd number of half wavelength of the ultra-

sonic perturbation) is generally named the ultrasonic vibration

potential (UVP) but more usually the ion vibration potential

(IVP, UIV) in electrolyte solutions3 and the colloid vibration

potential (CVP, UCV) in colloidal suspensions1.

Experimentally, the first quantitative series of measure-

ments were performed on electrolytes4. However later, only

commercial devices devoted to the analysis of colloidal sus-

pensions in terms of electrokinetic potential ζ were developed.

In parallel, the theoretical developments were also the subject

of a number of articles, which can be split into two categories

whether they refer to electrolyte solutions2,5–9 or to colloidal

suspensions10–13.

If the historical motivations for the determination of ions

properties2,4,14 have diminished, there is a renewed interest

in the signal given by electrolytes due to the development of

UVP imaging and the need for quantitative values of IVP15–17.

Moreover, the background signal of the electrolyte in colloidal

dispersions has to be accurately determined in samples where

the contribution of the larger particles is small12,18–20. Also,

contrary to colloids, electrolytes are simple and very well de-

fined systems (size and charge are monodisperse), with many

reliable data available in literature. This enables the reliable

calculation of their electroacoustic signal. Besides, the abil-

ity to detect the signal created in electrolytes opens the way

for measuring small signals whatever the system, in particular

particles with low charge, density close to the solvent, high
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conductivity, or low concentration. This cannot be done with

the current commercial devices for two reasons: firstly, such

a small signal cannot be measured and, secondly, the result is

given as one value of electrophoretic mobility or zeta potential

when measurable, which applies only to strongly asymmetric

systems with one dominating species. Last, in the long run,

the technique would benefit from a bridge between the two

coexisting approaches on electrolytes and colloids. Indeed yet

these two approaches do not rely on the same concepts nei-

ther do they use the same level of description. Typically, the

relevant parameter for the theory of electrolytes21 is the ionic

electric charge Qi while the electrokinetic potential ζ is used

for the electrokinetic theory of colloids1,22,23. As for the vo-

cabulary, the term ideal in the theory of electrolytes refers to

an ion at infinite dilution, i.e. without interactions with other

ions or in other terms, to the limit κa � 1 with a the radius

of the charged particle and κ the inverse of the Debye length.

In the electrokinetic theory, ideal means that the double layer

around the particle is much thinner than its radius, i.e. κa� 1.

The underlying difference is the dissymmetry between species

for colloids, treated as objects in a continuum although elec-

trolytes are treated as cations and anions in a solvent.

In the present study, we begin with a combined theoreti-

cal and experimental approach on the simple and well defined

electrolyte solutions. The aim is to apply the gathered knowl-

edge to colloidal systems in a second step. Due to their already

underlined advantages, electrolyte solutions enable the test of

the theoretical descriptions. The base is a robust analytical

theory already used successfully to account for other transport

coefficients in electrolyte solutions. For example, this theory

was proved to be reliable to account for the electrical conduc-

tivity of simple electrolytes and of micellar solutions24,25, for

the self-diffusion coefficients of ions and for their mutual dif-

fusion26,27. However, in the frame of electroacoustic, several

hypothesis need investigation. Moreover, the confrontation of

models to experiments is necessary and implies the develop-

ment of an appropriate setup able to measure the IVP of elec-

trolyte solutions. Given our long term goal and in order to

avoid the limitations of the current devices, we aim at (i) mea-

surements on small volumes (few milliliters), (ii) obtention of

the raw signal, (iii) evaluation of the uncertainty on the signal,

(iv) measurements without a preliminary calibration of the de-

vice (contrary to existing devices, which necessitate calibra-

tion on colloidal systems). This parallel approach combining

experiments and theory enables a validation of several hypoth-

esis of the theoretical descriptions and of the setup, with no

need for any adjustable parameter in the experiment or in the

theory.

Our paper is organized as follows. Firstly, we present our

robust analytic theory of the IVP and discuss its hypothesis

with regards to previous theoretical treatments (Section 2).

Secondly, we present the principle of our new device in the

light of previous experimental works on the subject (Section

3). In the last section, we present our experimental and the-

oretical results for several simple electrolyte solutions. Fi-

nally a first step towards colloids is done with solutions of a

tungstosilicate salt, a disymetric electrolyte, which is actually

also a nano colloidal suspension.

2 Analytical theory of the IVP

2.1 Historical background

A short summary of the different historical steps involved in

the evolution of electroacoustic is important to understand our

theoretical treatment. When in 1933 P. Debye wrote his article

entitled ”A method for the determination of the mass of elec-

trolyte ions”2, his goal was to determine the hydrated mass

of ions, based on the assumption that ions are heavier when

hydrated. The dependence of the IVP with mass, charge, self-

diffusion coefficient and concentration of ions was predicted

by Debye in the ideal case. Another important contribution

to the motion of charged species is the buoyancy force, which

accounts for the pressure applied on the species. It was pre-

dicted by Hermans in 19386 even for small ions. It is interest-

ing to note that the main consequence of the buoyancy force

is that the solvation water layer is actually invisible: if we add

the mass of one water molecule to that of an ion but subtract

the buoyancy force created by one molecule of water, we find

nearly zero, so we cannot use the method to determine the

mass of hydrated ions.

In his famous work on electrical conductivity of electrolyte

solution, Onsager28 introduced several corrections to account

for the non ideal behavior of electrolyte solutions, namely the

hydrodynamic coupling between ions and the so-called elec-

trostatic relaxation. The latter describes the backward force

exerted by the ionic atmosphere of an ion when this ion moves

forward. Onsager introduced these corrective forces only on

the forces applied to ions induced by the electric field. Later,

Oka did the same in his paper on the ion vibration potential5.

However, inertia can also induce a corrective coupling. Actu-

ally, Oka’s formalism predicts in every case the same behavior

of the IVP at high concentration, namely an increase with con-

centration, but as we proceed to show, this is not the case for

every salt. The theory proposed by Oka thus does not sig-

nificantly improve that of Debye. Later, the buoyancy force

introduced by Hermans6 was not always taken into account

for electrolytes. Hovorka, Yeager and Bugosh7 accounted for

it in their paper of 1947, however more recently Durand-Vidal

et al. 8,9 in 1995 did not explicitly, due to the lack of defini-

tion of pressure gradients for ions with sizes similar to that of

a water molecule. On the other hand, an important improve-

ment of the theoretical treatment was proposed by Durand-

Vidal et al. 8,9 who applied the hydrodynamic and electrostatic
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relaxation corrections to both electrostatic and inertial forces.

Moreover, Durand-Vidal used the mean-spherical approxima-

tion (MSA) to determine the equilibrium pair correlation func-

tions between ions to estimate these forces. We propose here

to develop a theory of the IVP very close to that proposed by

Durand-Vidal et al. 8,9 and to take into account the buoyancy

force. As we proceed to show in Section 4, experimental re-

sults evidence that this contribution to the force must be taken

into account even for small ions. Debye combined the New-

ton’s equation of dynamics to the equation of continuity and to

the equation of Maxwell-Gauss. We also add here the buoy-

ancy force, as proposed by Hermans6. This force takes into

account the pressure field and not only the velocity field of

the acoustic wave and depends on the volume of solute parti-

cles. This quantity is unambiguously defined for colloids. For

ions, it can be shown that the appropriate volume is the par-

tial molar volume at fixed temperature and pressure29. This

demonstration assumes that only water bound to the ion un-

dergoes electrostriction. In the equations, it leads to the sub-

stitution of the mass mi of species i by an effective mass m∗
i ,

with m∗
i = mi − ρsVi/NA, where ρs is the density of the sol-

vent, Vi the partial molar volume of species i and Na the Avo-

gadro number. Experimental evidences that the term due to

the buoyancy force is necessary will be shown in the section

presenting the experimental results.

Newton’s equation applied to an ion i with effective mass

m∗
i reads:

m∗
i

dvvviii

dt
= FFFel

i +FFF friction
i

= QiEEE − γi(vvviii − vvvsss)
(1)

with Qi the charge of ion i, vvviii its velocity, vvvsss the velocity of

the solvent, γi its friction constant towards the solvent and EEE
the electric field (induced by acoustic excitation). γi is equal

to kBT/D◦
i , kBT being the thermal energy and D◦

i the diffusion

coefficient of i at infinite dilution. The continuity equation, or

of mass conservation reads:

∂Ci

∂ t
+∇∇∇ · (Civvvi) = 0 (2)

with Ci the number concentration of ion i. The Maxwell-Gauss

equation, which links charge densities and electric field EEE, is

∇∇∇ ·EEE =
∑i CiQi

ε0εr
(3)

with ε0 the permittivity of the vacuum and εr the relative per-

mittivity of the solvent. Then, it is assumed that the accelera-

tion of particle i is equal to that of the solvent of velocity vvvs,

and that the induced electric field is linear as a function of the

solvent velocity. Using complex notation, ω being the angular

frequency, and expanding to first order, we find:

−jωε0εrEEE = ∑
i

CiQi
D◦

i
kBT

(QiEEE − jωm∗
i vvvs) (4)

which leads to

EEE = jωvvvs

∑i
CiQiD◦

i
kBT m∗

i

jωε0εr +∑i
CiQiD◦

i
kBT Qi

(5)

The IVP is the electric potential difference UIV obtained by

integration of equation 5. It can be rewritten in terms of acous-

tic pressure difference Δp

UIV =
−jEEE · kkk

k2

=
Δp
ρs

∑i
CiQiD◦

i
kBT m∗

i

jωε0εr +∑i
CiQiD◦

i
kBT Qi

(6)

kkk being the wave-vector of the acoustic wave, ρs the density

of the solvent. This result may also be written as

UIV =
Δp
ρs

∑i Cim∗
i μ◦

i
K∗(ω)

=
Δp
ρs

∑i Cim∗
i μ◦

i
(jωτD +1)K

(7)

with μ◦
i being the electric mobility of species i at infinite di-

lution (μ◦
i = QiD◦

i /kBT ), K∗(ω) the ideal complex conduc-

tivity (K∗(ω) = jωε0εr + ∑i CiQiμ◦
i ), K the real part of the

ideal conductivity (K = ℜ(K∗(ω)) = ∑i CiQiμ◦
i ) and τD the

Debye time, i.e. the time of disappearance of charges inho-

mogeneities in solution. The Debye time τD in the present

case is exactly the inverse of the so-called Maxwell-Wagner

frequency ωMW defined as the conductivity of the medium di-

vided by its permittivity.

These simple formula (6) and (7) allow one to predict easily

the behaviour of the ion vibration potential as a function of the

ionic concentration: a linear increase at low concentration (the

numerator is linear and the denominator is almost constant),

and a constant value at high concentration (both numerator

and denominator are linear in concentration).

Actually, the low concentration regime corresponds to a De-

bye time high compared to the period of the acoustic wave

(ωτD � 1), and the high concentration regime corresponds

to a Debye time low compared to the period of the acoustic

wave (ωτD � 1). At high frequency (ωτD � 1), charges do

not dissipate on the acoustic time scale, and the electric field

is created by the pure charge accumulation, so that the com-

plex conductivity reduces to its imaginary part iωε0εr. At low

frequency, charges have the time to dissipate, namely the cre-

ated electric field counteracts the charge accumulation, i.e. the

electric current created by the electric field is the opposite of

the electric current generated by the acoustic wave. In the

low frequency regime, the complex conductivity K∗(ω) re-

duces to its real part K. The limit between these asymptotic

behaviors corresponds to ωτD = 1, which is of the order of

5×10−4 mol L−1 for small ions in water at ambient tempera-

ture.
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Finally, in what follows, we shall investigate only binary

electrolyte solutions, which contain only two different ionic

species. In addition, to remove the dependence of the signal

on the pressure of the acoustic wave p, we introduce the coef-

ficient SIV = UIV/Δp, which reads, thanks to the electroneu-

trality of the binary electrolyte:

SIV =
UIV

Δp
=

1

ρs

1

jωτD +1

D◦
+m∗

+−D◦−m∗−
D◦
+Q+−D◦−Q−

(8)

2.2 Calculation of the corrections: analytical theory
based on the MSA

In addition to the model described in the previous section, we

add the two corrective forces described in section 2.1, namely

the hydrodynamic and the electrostatic relaxation forces. The

hydrodynamic force FFFhyd accounts for the hydrodynamic cou-

pling between solute velocities and is usually referred to as an

electrophoretic force. As an ion moves forward, it draws the

solvent in the same direction and thus takes also its counter-

ions, which are locally in excess, forward. The electrostatic

relaxation force FFF relax accounts for the space lag of the ionic

atmosphere compared to the central ion, and is not so easy to

calculate in the system. When an ion moves forward, its ionic

atmosphere takes a short time to follow, of the order of the

Debye time τD. So, the ionic atmosphere has a time delay of

the order of the Debye time, and has a space lag of the order

of the Debye time times the velocity of the central ion. Due

to this space lag, an electrostatic force draws back the central

ion. Both effects were found and calculated by Onsager28.

Newton’s equation for the motion of an ion becomes, writing

the hydrodynamic coupling as a force

m∗
i

dvvviii

dt
= FFFel

i +FFF friction
i +FFFhyd

i +FFF relax
i (9)

or, writing also the inertia part as a force

0 = FFFel
i +FFF friction

i +FFFhyd
i +FFF relax

i +FFF inertia+pressure
i (10)

i.e.

vvvi − vvvs =
D◦

i
kBT

(QiEEE − jωm∗
i vvvs)+FFFhyd

i +FFF relax
i (11)

As hydrodynamic and electrostatic relaxation forces are cor-

rections dependent on concentration, they are small at low

concentration, up to a concentration of 10−2 mol L−1 for small

electrolytes. The Debye theory corrected for the buoyancy is

thus reliable up to about 10−2 mol L−1, with an IVP indepen-

dent of the concentration between 5×10−4 and 10−2 mol L−1.

The corrective forces involve the total correlation function

hi j(r) = gi j(r)− 1 with gi j(r) the radial distribution function

at equilibrium between species i and j. To calculate these

quantities, we use integral equations, namely the mean spher-

ical approximation (MSA), which is an approximative solu-

tion of the primitive model where ions are modeled as charged

hard spheres30. Note that Onsager’s formulation of these cor-

rections was based on the Debye-Hückel theory, which ne-

glects excluded volume effects. The parameters of the primi-

tive model are the dielectric permittivity of the solvent εr, the

charges of ions Qi and the minimal distance of approach be-

tween ions, i.e. the diameter of ions σi. The equations for

the hydrodynamic forces can be found in9 and are summa-

rized in Appendix A (section 7.1) with notations consistent

with those used in the present article. Moreover, we improved

the precision of the calculation of these contributions by in-

serting the result of one force in the calculation of the other

in a self-consistent way. As already mentioned in the intro-

duction, note that the framework of this analytical theory was

already used successfully to account for other transport coef-

ficients in electrolyte and micellar solutions24–27.

2.3 All relevant input parameters can be determined by
independent experiments

The parameters needed to compute the IVP are thus: the rela-

tive permittivity of the solvent εr, the ionic concentrations Ci,

the ionic charges Qi, the self-diffusion coefficients of ions at

infinite dilution D◦
i , the masses of ions mi, the partial molar

volumes of ions Vi, and the diameters of ions σi. Note that the

diameters σi are only involved in the calculation of the correc-

tive forces.

The relative permittivity of the solvent is that of pure water

at 298 K. Charges and masses are of course unambiguously

known for ions. Moreover, a considerable amount of data

on ions are available in the literature, e.g. Marcus’ book31,

where the self-diffusion coefficients at infinite dilution D◦
i (or

the molar electric conductivity at infinite dilution λ ◦
i ) and the

partial molar volumes Vi can be found.

The choice of the ionic radius is not so obvious, because

several definitions exist, the most commonly used being the

crystallographic radius and the Stokes-Einstein radius. The

crystallographic radius or Pauling radius is obtained from

X-ray diffraction and measures the cation-anion distance in

the solid state. The Stokes-Einstein radius Rh, or hydro-

dynamic radius, is deduced from the diffusion coefficient

at infinite dilution (D◦
i = kBT/(6πηRh)). Actually, in the

range where the corrective forces are negligible (dilute range,

c < 10−2 mol L−1), the radii have no influence on the the-

oretical IVP and the Debye formula is reliable. At high con-

centration (c > 10−2 mol L−1), the corrective forces must

be taken into account and are usually strongly influenced by

the value of the radii. In the intermediate range, the correc-

tive forces must be taken into account but are only slightly

influenced by the value of the radii. As cations and anions are
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strongly attracted by each other in the solid state but can be hy-

drated in water, the crystallographic radius can be assumed to

provide an inferior limit for the minimal distance of approach

used in MSA. Actually, if the radius is smaller than the Stokes-

Einstein value, the hydrodynamic correction to the motion can

be larger than the ideal contribution in the concentrated range,

an artefact which leads to a negative conductivity. As a conse-

quence, we take in every case for the radius the largest value

between the crystallographic radius and the Stokes-Einstein

one.

3 Measurement of the IVP and CVP

3.1 Historical background

On the experimental side, some historical elements are

also useful to better understand our approach. The first

experiments to test the prediction of Debye were performed

only 13 years later, in 1946, on colloids32, and remained

qualitative. Several years were then necessary to identify and

solve difficulties linked both to the small electrical signal

produced by the acoustic excitation and to several ”false

effects” which raised doubts about the theoretical prediction.

Finally two groups ended with laboratory devices performing

quantitative measurements on electrolytes4,33 or colloidal

systems of polyelectrolytes or micelles3. Only the amplitude

of the raw signal (difference of potential IVP or CVP between

two electrodes) was measured, not its phase. The quantitative

measurements on electrolytes were used by Zana et al to

extract partial molar volumes3.

From 1985 were developed three commercial devices by

three different groups, who also proposed a theoretical

approach coupled to their devices. All were oriented toward

the determination of the zeta potential of colloidal objects,

especially in concentrated dispersions. Marlow developed a

device working with stationary waves giving a CVP (Pen Kem

7000 by Pen Kem, 1988)10 no longer available nowadays.

In parallel, O’Brien et al developed a device working in

the inverse mode, called ElectroSonic Amplitude (ESA):

pulses of electric potential at typically 1 MHz are applied

to the solution and the acoustic signal produced is detected.

The Acoustosizer II by Colloidal Dynamics is a currently

available commercial device using this inverse mode, associ-

ated with the theoretical treatment developed by O’Brien34.

Finally, Dukhin et al developed a currently available device

(DT1200, Dispersion Technology, 2002) working in the direct

mode with acoustic pulses however measuring a current,

called colloidal vibration intensity (CVI) and not designed

for electrolytes20. The signal is treated by the theoretical

approaches by Dukhin et al11. These two latter devices need

a preliminary calibration (with a colloidal system) and give

both the amplitude and the phase of the signal. Designed for

colloidal systems, they convert the raw signal into a mobility

and a sign of the charge of the colloidal species, quantities

then converted into zeta potential using models, the details of

which remain unknown for the user.

3.2 The new experimental setup

In order to measure the low signals, first here in electrolytes,

later on other systems, on small sample volumes and with-

out calibration, we developed a device based on the direct

mode, i.e. measuring IVP/CVP. The setup has been developed

in partnership with Cordouan Technologies SAS; a patent on

this new arrangement is pending35,36. Figure 1 provides a di-

agram which indicates the main elements as well as the nota-

tions used in the text.

Three parts are necessary: (i) an acoustic excitation, pro-

duced by a transducer and propagated towards the samples

cell; (ii) a cell, where 2 electrodes are placed for detection

of the signal; (iii) an electronic system for the detection of

the voltage induced between these 2 electrodes. The difficul-

ties arise here from the strong interconnections between the

three parts, so that only a global approach can result in an

optimization of the device. For our purpose, the acoustic fre-

ϕ

                

λ

  

Fig. 1 Diagram showing the main elements of the device, with

notations used. Note that scales vary depending on the part for

practical reasons.

quency chosen is 1 MHz, which corresponds to a wavelength

λ = 1.5 mm in water. The acoustic pressure in the sample

is around 70000 Pa, which corresponds to a solvent veloc-

ity of 0.045 m s−1. In practice, the real value of pressure is

precisely mapped in situ with an hydrophone: the pressure is

quasi homogeneous on a disk in the center of the cell, where

the electrodes E1 and E2 are located. Acoustic pulses of 15 to

25 periods are used in order to separate excitation and detec-

tion thanks to a delay line. The wall of the cell first reached

by the acoustic wave (W1) has an acoustic impedance close to

that of water, which minimizes losses while the opposite wall

of the cell (W2) is an absorbent material in order to eliminate

acoustic reflexions on the wall of the cell which would perturb
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the signal. The volume of the actual cell is 4 mL and will be

optimized in the future to reduce it to 1–2 mL. The potential

created in the sample is measured with two electrodes at a dis-

tance of 3λ/2, here 2.25 mm. The distance is experimentally

measured thanks to a microscope using a x40 lens (accuracy ±
5 μm). The signal is treated by an electronic card which filters

at 1MHz and amplifies by a factor around 2500, precisely de-

termined on a dummy cell before measurements. Averaging

is directly made on the oscilloscope and the signal obtained

always looks like the example plotted in Figure 2.

From this signal, the amplitude UIV and the phase ϕ are de-
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Fig. 2 Example of a real signal measured on the oscilloscope with

the conditions given in the text. Sample shown : K4SiW12O40 at

0.003 mol/L.

termined in the area where a quasi stationary state is reached,

here between the 10th and the 25th periods of the signal. The

amplitude UIV is the average over all these periods. It will

be presented hereunder normalized by the pressure as SIV
=UIV /ΔP (see Equation 8). The quality of the signal is here

evaluated by comparing the signal to the maximum of the

noise determined between two acoustic impulsions. This noise

is plotted as error bar on the graphs presented. The repro-

ducibility of the measurements with the device was checked

on several electrolytes as well as on K4SiW12O40 : it is better

than 5%.

The phase ϕ is determined from the delay between the ex-

citation and the signal (t1-t0), provided that a definition is cho-

sen. By convention, we decide here that ϕ=0 when the dif-

ference of potential UE2
-UE1

is maximum for a maximum of

pressure on electrode 2 (case plotted in Figure 1).

Up to now, the underlying hypothesis is that the speed of

sound in the samples vsample is very close to the speed of sound

in water vwater. This is true here for all systems except for

solutions of BaCl2 and K4SiW12O40 at high concentrations.

Speeds of sound are taken from literature37,38 or measured

with an Anton Paar DSA 5000 M. When vsample is modified,

the acoustic wavelength is modified and the inter-electrode

distance does no longer match with the condition 3λ /2. The

real amplitude Ureal
IV is then recalculated from U

exp
IV as Ureal

IV =

U
exp
IV . 1/cos(2πΔλ/λ ). The phase ϕ is corrected by taking

into account the change of the delay (t1-t0) due to the differ-

ent speed of sound in the cell. The delay becomes t1-t0+Δt

=(d+3λ /4)(1/vwater−1/vsample) (see notations in Figure 1).

In the experiments presented in the next sections, temper-

ature is 20◦C. Note that its influence on SIV is weak be-

cause temperature essentially affects viscosity, therefore Do
i ,

parameter which appears both in numerator and denominator

in equation 5 in such a way that there is compensation.

We underline the fact that our device gives absolute values

once the acoustic pressure and the position of the electrodes

are known. This is important as it avoids the difficulties as-

sociated with calibration. Indeed calibration is easy using the

large signals given for example by appropriate large colloids,

for which the expected signal is difficult to precisely estimate.

On the contrary, calibration could be done with electrolytes,

for which the signal can be calculated, however their signals

are small. In the following, electrolytes are used as models in

order to experimentally check the validity of our new device.

4 Results

4.1 The electrostatic relaxation force has a negligible in-
fluence on the IVP for solutions with only two ionic
species

The electrostatic relaxation force FFF relax is due to the space lag

between an ion and its ionic atmosphere, which is due to the

velocity differences between ionic species. In an electrolyte

solution with only two ionic species, this force is actually neg-

ligible in the whole concentration range. We provide quanti-

tative details of this result in appendix B in section 7.2.

As shown before, the high concentration regime is equiva-

lent to low frequency (ωεoεr/K � 1), and at low frequency,

there is almost no net electric current through the solution

(since a net electric current leads to an accumulation of

charges over time, which leads to a non-physical divergence

of the electric field). In a binary electrolyte, zero net current

means that the current due to the anion velocity is the oppo-

site to that due to the cation velocity; therefore, both anions

and cations have the same velocity. If both anion and cation

have the same velocity, there is no space lag between an ion

and its ionic atmosphere, and thus no electric relaxation force.

Note that for the ESA and CVI, there is no such zero net cur-

rent condition, so that there is no cancellation of the electric

relaxation term, and no simplification of the equations.

In the low concentration regime, the condition ωεoεr/K < 1
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does not hold, so there is no zero net current condition. How-

ever, at the frequency used (1 MHz), low concentration means

concentration smaller than 5×10−4 mol L−1. In this concen-

tration range, it has been known since Onsager that the elec-

trostatic relaxation force is very small, so that it is neglected

in what follows.

In conclusion, the calculation of the IVP is easy for a bi-

nary electrolyte, with the only corrective force being the elec-

trophoretic one. Finally, three different regimes are observed

for the IVP as a function of the concentration: a linear be-

havior at very low concentration (< 5×10−4 mol L−1), then a

plateau (5×10−4 – 10−2 mol L−1), and a final evolution of the

IVP at higher concentration due to the electrophoretic force,

increasing or decreasing with the concentration depending on

the nature of ions (see section 4.4).

4.2 Experimental evidence for the necessity to account
for the buoyancy force

As the buoyancy force has not been always taken into account

in the literature, its relevance is not obvious for electrolytes.

An answer to this question is obtained here with two elec-

trolytes with extreme behaviors depending on the hypothesis.

Indeed, the expected signal can be easily calculated without

and with this contribution. The best systems to discriminate

are therefore electrolytes for which one hypothesis gives no

signal while the other one gives a signal.

The first appropriate salt is Ba(NO3)2. If the buoyancy

force is not taken into account, the IVP is almost zero be-

cause of the compensation of the products D◦
i m∗

i for the cation

and the anion (see the data in Table 1). In the opposite case,

|SIV|= 2.4×10−10 V Pa−1 in the concentration range where

corrections can be neglected. The second appropriate salt is

Sr(ClO4)2 for which the situation is opposite: the IVP would

be |SIV|= 3.65×10−10 V Pa−1 without buoyancy force and

close to zero with this buoyancy force.

Experimentally, for a baryum nitrate solution with concen-

tration 0.01 mol L−1, a signal is clearly observed with our

device, with a value |SIV|= 2.37×10−10 V Pa−1, close to

the expected value. For a strontium perchlorate solution at

0.01 mol L−1, our device shows a small signal around |SIV|=
1.54×10−11 V Pa−1, indicating that the IVP is close to zero.

Therefore, these two measurements confirm that the buoyancy

force has to be taken into account in the theoretical treatment

and that the calculations using the partial molar volumes is

appropriate.

4.3 Measurements with the new setup are consistent with
the theory and previous data

Our setup can now be tested in details on a series of measure-

ments using an electrolyte on a large concentration range, here

Table 1 Data used in the model for the electrolytes presented in

water at room temperature: molar mass Mi, diffusion coefficient D◦
i

at infinite dilution, the relevant parameter M∗
i D◦

i where the effective

molar mass M∗
i = Mi −ρsVi, partial molar volume Vi and diameter

σi. For all simple ions, D◦
i and Vi values are taken from Marcus31

with his underlying hypothesis that VH+ =−5.5 cm3 mol−1. For

SiW12O4−
40 , ranges of values are taken from literature for D◦

i and σi;

we determined Vi (see text for details).

Ion Mi 109D◦
i Vi cm3 1012M∗

i D◦
i σi

g mol−1 m2 s−1 S.I. mol−1 nm

H+ 1 9.311 -5.5 60.5 0.190

K+ 39.1 1.957 3.5 69.7 0.276

Cs+ 132.9 2.056 15.8 240.8 0.340

Mg2+ 24.3 0.706 -32.2 39.9 0.694

Sr2+ 87.6 0.791 -29.2 92.4 0.619

Ba2+ 137.3 0.847 -23.5 136.2 0.579

Cl− 35.45 2.032 23.3 24.7 0.362

NO−
3 62 1.902 34.5 52.3 0.382

ClO−
4 99.5 1.792 49.6 89.4 0.472

SiW12O4−
40 2874.14 0.39-0.56 534 1170.1 0.92-1.3

for BaCl2 between 10−4 and 1 mol/L. Values are then com-

pared with the theory presented here and with literature4 (see

Figure 3). Firstly, we check on the whole series that the exact

model without buoyancy force is clearly not adapted, as de-

rived in the previous section on extreme situations. Secondly,

comparisons between theory and experiment can be split in

two regions. At lower concentrations, where Zana has no data,

a clear decrease of the signal is observed as predicted by the

theory however the values are lower than expected from the

theory. In this dilute region, the theory is reliable however

measurements are very difficult. The signal is low as well as

the conductivity, therefore the impedance of the solution in-

creases and comes closer to the input impedance of the detec-

tion system. Also the short cables between the electrodes and

the detection interfere. These phenomena are not fully com-

pensated yet on the present system and lead to a systematic

bias with an underestimation of the signal in some situations

at low concentration. On the contrary, at concentrations larger

than 0.001 mol L−1, data are in good agreement with those of

Zana and with the theoretical predictions. Note that the setup

of Zana did not need calibration. However, contrary to our de-

vice, very large volumes (> 100 ml) of sample were needed.

Also the frequency was 220 kHz, which would shift the ris-

ing part of the theoretical curve on the left compared to our

case here with a frequency of 1 MHz. The good agreement

between measurements and theory without adjustable param-

eter and calibration thus enables validating the setup for suffi-

ciently conductive solutions.
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Fig. 3 Comparison of the magnitude of the Ionic Vibration

Potentials for BaCl2 in water at 20◦C measured with our setup (blue

diamonds) and obtained by Zana4 (black circles). These latter have

been renormalized by the acoustic intensity to be comparable to our

measurements. The red line is the calculated |Siv|/P with all terms

and the black dashed line is the calculated |Siv|/P without the

buoyancy term for comparison.

4.4 The evolution of the IVP at high concentration is un-
derstood thanks to the theory

Let us now focus on the high concentration part of the IVP as a

function of concentration (i.e. the low frequency (ωεoεr/K �
1)). In this concentration range, the IVP was predicted con-

stant by Debye. In this regime, corrective forces are needed

in the theory, and, as stated before, the only corrective force

involved is the hydrodynamic one. It is null at low concen-

tration, since ions are far from each other and undergo no hy-

drodynamic coupling, and is an increasing function of the con-

centration, since interionic distances decrease as concentration

increases. To understand the effect of the hydrodynamic force

and in particular to predict if the IVP is an increasing or a

decreasing function of the concentration, we first use a simpli-

fied version of MSA in which both anions and cations have the

same size, and neglect the imaginary part of the conductivity.

We get the following equation, reminiscent of equation 8:

SIV =
1

ρs

m∗
+(D

◦
+−H+)−m∗−(D◦− −H−)

Q+(D◦
+−H+)−Q−(D◦− −H−)

(12)

where H± accounts for the contribution of the hydrodynamic

force, so it has a zero value at high dilution and is an increasing

function of the concentration; in this simplified version with

the same size for both ions, H+=H−=H. The sign of the slope

at high concentration is given by W with:

W =
1

SIV

(
dSIV

dH

)
H=0

=
(m∗−Q+−m∗

+Q−)(D◦
+−D◦−)

(Q+D◦
+−Q−D◦−)(m∗

+D◦
+−m∗−D◦−)

(13)

If both ions have positive effective masses, which is the case

for most inorganic salts, W has the same sign than the follow-

ing simplified expression:

sign(W ) = sign

(
D◦
+−D◦−

m∗
+D◦

+−m∗−D◦−

)
(14)

Three situations can occur:

• Case 1: if D◦
+ = D◦− then W = 0

• Case 2: if the anion has a high diffusivity D◦− and a low

effective mass m∗−, then the numerator is negative and

the denominator positive, so W is negative and the IVP

decreases as the concentration increases.

• Case 3: if the anion has a high diffusivity D◦− and a high

effective mass m∗−, then both the above numerator and

the denominator are negative, so W is positive and the

IVP increases as the concentration increases. The same

occurs when both anion and cation have the same effec-

tive mass.

Thus the simplified formula predicts three possible evolutions

at high concentrations. Note that, if the hydrodynamic cou-

pling was taken into account only on the electrostatic force, we

would obtain SIV= 1
ρs

m∗
+D◦

+−m∗−D◦−
Q+(D◦

+−H)−Q−(D◦−−H) so that SIV would

only increase when the concentration increases. The decrease

of SIV at high concentration can thus be explained only if hy-

drodynamic coupling induced by inertia is taken into account.

As it can be seen in Figures 3 and 4, the three different

behaviors at high concentration are actually observed experi-

mentally and reproduced by the full theory. Cesium chloride,

CsCl, corresponds to case 1 (Figure 4) , BaCl2 corresponds

to case 2 (Figure 3), obtained for most chloride salts, and

Mg(ClO4)2 corresponds to case 3 (Figure 4). Note however

that the values of the IVPs strongly differ depending on

the salt: at 0.01 mol L−1, |SIV|(CsCl)=5.48×10−10 V

Pa−1, |SIV|(BaCl2)=2.88×10−10 V Pa−1 and

|SIV|(Mg(ClO4)2)=1.68×10−10 V Pa−1. The agreement

between experiment and theory is very good for CsCl even

at low concentration, and rather good for BaCl2 as already

discussed. For MgClO4, SIV
exp < Scalc

IV , which may be the

consequence of the low signal. However a clear increase of

the potential is observed at high concentration, which was

never reported in literature.

Note that when the signal predicted without corrective

forces is zero, a non zero signal can be created at large con-

centrations due to the corrective forces. This is illustrated by
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Fig. 4 Experimental magnitude of the Ionic Vibration Potentials for

CsCl (�), Mg(ClO4)2 (green horizontal diamonds) and Sr(ClO4)2

(blue �) at 20◦C. The data of Zana for CsCl are plotted (red • ). The

theoretical curves are plotted as lines for each salt (same color as

symbols).

the aqueous solutions of the salt Sr(ClO4)2 (see Figure 4),

for which the maximal amplitude of the measured signal is

|SIV|=3.15×10−11 V Pa−1, i.e; much lower than the previous

salts. In such a case, the calculated curve becomes very sensi-

tive to the introduced parameters.

4.5 A first step towards colloids: solutions of small
nanoparticles

A first step towards larger objects like colloids can be done

using macroions, which can be considered as small nanopar-

ticles. Polyoxometallates as K4SiW12O40 are good models.

The anion is monodisperse and roughly spherical with a neg-

ative charge of z = −4 and a diameter σ close to 1 nm. It

corresponds to a rather large density of charge of 1.3 charge

per nm2 similar to those found for nanoparticles.

In practice, only the acidic salt H4SiW12O40 can be bought

(Aldrich). We first determined the hydration number n = 23.6
from the average of several weight determinations after de-

hydration at 110◦C. The acidic solutions are then neutral-

ized by KOH up to pH< 4. Indeed, for larger pH, the sil-

icotungstate is hydrolyzed so that it is no longer the same

system. Therefore the pure system K4SiW12O40 cannot be

prepared for very low concentrations as an H+ concentration

larger than 1 × 10−4 mol L−1 is present. It means that for

[K4SiW12O40]< 0.001 mol L−1, [H+] is no longer negligible.

Here, the electroacoustic signal was measured in the range

0.0001–0.1 mol L−1 (see Figure 5 ), therefore the results for

the most dilute samples should be considered with caution.

Note also that [K4SiW12O40]=0.01 mol L−1 at the maximum

of |SIV| corresponds to a weight fraction of 3.2% therefore to

a volume fraction around 0.6%.

For the theoretical calculation, the partial molar volume is

determined from density measurements at 298 K with an ac-

curacy of 10−6 on an Anton Paar DSA 5000 M on a series of

solutions prepared by weight with an accuracy of 10−5 on the

weight in degassed water. Densities were measured on a large

range of molalities from 0.00016 to 0.18 mol/kg (0.00015 to

0.165 mol L−1) for H4SiW12O40. From the experimental den-

sities, which are in perfect agreement with those of Sadeghi38

in the range he reported, we followed the method used in39 to

derive the molar volume. We obtained 512 cm3 mol−1 for the

volume of H4SiW12O40 on the whole range of concentration.

The value for the anion SiW12O4−
40 given in Table 1 is then de-

termined using the same assumptions VH+ =−5.5 cm3 mol−1

as the one used for the other values of the table. The diameter

of SiW12O4−
40 depends on the method to estimate it. The diam-

eter corresponding to the distance between the silicon central

atom and the external oxygen atom is 1.05 nm40; the diame-

ter calculated from the volume determined at infinite dilution

here is 1.19 nm; the diameter estimated from the radial distri-

bution functions calculated by simulations gives 1.2-1.3 nm41.

The diffusion coefficient has been determined in literature by

several authors leading to values between 0.39 × 10−9 m2s−1

and 0.56 × 10−9 m2s−1 40,42–45.

As a consequence, the values of these two parameters, size

and diffusion coefficient, are fitted so that the theoretical curve

accounts at best for experimental results. Note that the in-

fluence of the diameter is weak and only slightly modifies

CVP values at concentrations larger than 0.01 mol/L. On the

contrary, the diffusion coefficient influences the whole curve,

CVP increasing typically by 40% on the range of coefficients

taken from literature. As shown in Figure 5, the data are

fully compatible with theoretical curves with D◦= 0.56 ×
10−9 m2s−1 and diameter σ = 1.3 nm.

From such measurements, within the hypothesis that the

signal is dominated by the contribution of one colloidal specie,

a value of the mobility μ of this colloidal specie can be esti-

mated. From the previous formalism (Equation 7), it can be

demonstrated that the signal can be rewritten as:

UIV =
ΔP
K∗ φwt μ

ρ −ρsuspension

ρ
(15)

where φwt is the weight fraction of the colloid, ρ is a den-

sity calculated as the molar mass divided by the partial mo-

lar volume for the colloid and ρsuspension is the density of the

suspension. This is therefore not valid for electrolytes. Here

the nanocolloid is SiW12O4−
40 , which dominates the signal, and

ρ=5.39 g/cm3. We obtain here μ = 6.9 ± 0.05 10−8 m2 V−1

s−1 at 0.01 mol/L. This value is lower than the mobility at in-

finite dilution μ◦ = 8.7 10−8 m2 V−1 s−1, obtained using the

value D◦= 0.56 10−9 m2s−1, as expected due to the interac-
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Fig. 5 Magnitude of the Ionic Vibration Potentials for

K4SiW12O40: experimental data at 20◦C with our new setup (blue

�) and the theoretical curve (red line). Parameters: [H+]=0.005 M,

D◦=0.56 10−9 m2s−1, diameter σ=1.3 nm. See text for details.

tions between ions in such a concentrated suspension. For sys-

tems made of larger particles, μ can be obtained in the same

way and transformed into a ζ potential, values which could be

compared with other techniques as laser Doppler velocime-

try. Unfortunately, the tungstosilicate ion is too small for such

scattering based measurements.

4.6 The phase gives the sign of the charge of the heavier
species

As explained in section 3.2, the phase ϕ can be measured.

In the case of electrolytes, its value at high concentration

is linked to the sign of the heavier species. Following our

convention, the phase ϕ at high concentration is expected to

be ϕ = 0 for CsCl and ϕ = 180◦ for K4SiW12O40. This is

checked once with a hydrophone placed in the plane of the

electrode E2 while measuring SIV(CsCl). Figures 6 show that

the heavier species is indeed the cation for CsCl and BaCl2
and the anion in MgClO4 and K4SiW12O40.

If the concentration decreases, the phase is modified due

to the imaginary part of the conductivity K∗(ω), which can-

not be neglected. In this range, the response of the system is

delayed, therefore the phase is negative with a maximal shift

of 90◦. This is the trend observed for all systems, however

there is only a qualitative agreement with theory. The results

for Mg(ClO4)2 show the difficulty for the phase determina-

tion with a very low signal. Indeed, deviations can arise from

the non linearity of capacitive phenomena versus the ampli-

tude of the signal. Independently, the phase can be shifted by

a slight asymmetry between the capacitive compensations of

the connections between the electrodes and the electronic de-

vice. These weaknesses will be corrected in the forthcoming

electronic circuit.

These results on the phase nevertheless validate its measure-

ment at large enough concentrations with the present system.

This parameter is important for the determination of the sign

of the charge of the particles in an unknown system of parti-

cles.
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Fig. 6 Phases of the Ionic Vibration Potentials for CsCl (black �
and dotted black line), BaCl2 (red dots and plain red line),

K4SiW12O40 (blue � and dashed blue line) and Mg(ClO4)2 (green

� and dotted-dashed green line): theoretical predictions (lines) and

values (symbols) obtained with our new device at 20◦C.

5 Conclusion

In the present work, we developed a theory for the ion vibra-

tion potential IVP, quite close to the reliable theory of the elec-

trical conductivity of the literature, and built in parallel a de-

vice for measuring these small electroacoustic signals on small

volumes close to 4 mL. Measurements of the IVP on several

electrolyte solutions were done, which validate the ability to

measure their small signal in a reproducible and reliable way

with our setup. With our dual approach, we clearly explain

and validate the different contributions to the IVP, in particular

the necessity to consider the buoyancy force, and to properly

implement the corrective forces at large concentrations. The

evolution of the signal in several typical cases is explained by

the theory without adjustable parameter.

The measurement on a system of small nanoparticles

(tungstosilicate ions) opens the way towards larger colloidal

objects, the CVP signal of which may dominate or may be

small and/or mixed with the one of the surrounding elec-

trolyte. In such systems, a mobility can be extracted from

CVP, and later converted into a ζ potential. This mobility can
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be compared to results obtained by other techniques measur-

ing this mobility as Laser Doppler Velocimetry. We already

began measurements of the CVP for different kinds of larger

nanoparticles solutions, which will be reported in forthcoming

publications.
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7 Appendix

7.1 A: Hydrodynamic corrective force in the framework
of the MSA-transport theory

The hydrodynamic corrective force exerted on ion i is actu-

ally proportional to a velocity increment δhydvvviii, which is due

to the hydrodynamic coupling between the ion i and its ionic

atmosphere9,26,27:

FFFhyd
iii =

kBT
D0

i
δhydvvviii (16)

with

δhydvvviii = ∑
j

Ωi jFFF jjj (17)

where Ωi j is the coupling between i and j and FFF jjj the force

exerted on ion j. FFF jjj is the sum of the hydrodynamic force,

the electrostatic relaxation force, the inertia and the buoyancy

force. The coupling is related to the total pair correlation func-

tion by :

Ωi j =
2

3η
Cj

∫ ∞

0
rhi j(r)dr (18)

with η the viscosity, Cj the number concentration and hi j the

total pair correlation function, which is related to the MSA

screening parameter Γ by:

Ωi j =− 1

3πη
QiQ jCj

(1+Γσi)(1+Γσ j)

(
4ε0εrkBT Γ+∑

k
CkQ2

k
σk

(1+Γσk)
2

)
(19)

Γ is given by the implicit equation:

4ε0εrkBT Γ2 = ∑
i

Ci

(
Qi

1+Γσi

)2

(20)

7.2 B: Electrostatic relaxation force

Our aim is here to provide order of magnitudes and an estima-

tion of the phenomena. According to Onsager28, the electro-

static relaxation is the product of the velocity difference be-

tween an ion and its ionic atmosphere by the time delay of

this atmosphere and by the electric field gradient at its center.

Since the ionic atmosphere around a given ion contains an ex-

cess of ions of opposite sign, the velocity difference between

the ion ans its ionic atmosphere is roughly equal to the dif-

ference between the velocity of cations and anions in a binary

electrolyte.

The velocity difference between the cation and the anion is re-

lated to the total electric current IIItot (assumed to be zero in the

main text):
IIItot = III++ III−

=C+Q+vvv++C−Q−vvv−
=CQ(vvv+− vvv−)

(21)

so that

(vvv+− vvv−) =
IIItot

CQ
(22)

Due to the Maxwell Gauss and continuity equations:

IIItot = jωε0εrEEE (23)

so that

(vvv+− vvv−) =
jωε0εrEEE

CQ
(24)

The time delay of the ionic atmosphere is the Debye time τD,

with λD the Debye length:

τD =
λ 2

D
D

(25)

λD =

√
ε0εrkT

C+Q2
++C−Q2−

(26)

The electric field gradient at the centre of the ionic atmosphere

is the local potential divided by the square of the characteristic

length, i.e. the Debye length:

∇Ecenter =
Q

4πε0εrλ 3
D

(27)

The product of the three terms yields thus the electrostatic field

due to the relaxation effect:

EEErel =
jωε0εrEEE

CQ
× λ 2

D
D

× Q
4πε0εrλ 3

D
=

jωEEE
4πCDλD

(28)

Above 5.10−4 mol/L, the electric field E does not depend on

the concentration. Only λD and C are concentration dependent

and their product scales as C1/2. Therefore the electrostatic
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field due to relaxation EEErel decreases with concentration as

C−1/2. Under 5.10−4 mol/L, the electric field E is linear with

C, so that the electrostatic relaxation EEErel increases as C1/2.

The maximum of the electrostatic relaxation is thus reached at

5.10−4 mol/L and its value is low, therefore its value remains

low on the whole concentration range.
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