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Shape, stability and chemical ordering patterns of CuNi nanoalloys are studied as a function of size, composition and temperature.
A new parametrization of an atomistic potential for CuNi is developed on the basis of ab-initio calculations. The potential is
validated against experimental bulk properties, and ab-initio results for nanoalloys of sizes up to 147 atoms and for surface alloys.
The potential is used to determine the chemical ordering patterns for nanoparticles of diameters up to 3 nm and different structural
motifs (decahedra, truncated octahedra and icosahedra), both for the ground state and in a wide range of temperatures. The results
show that the two elements do not intermix in the ground state, but there is a disordering towards solid-solution patterns in the core
starting from room temperature. This order-disorder transition presents different characteristics in the icosahedral, decahedral
and fcc nanoalloys.

1 Introduction

In recent years, nanoscale metallic alloys have become a
widely studied topic at the frontier between condensed matter
physics, chemistry and materials science. Such heterogeneous
nanoparticles (NPs), often referred to as nanoalloys, have been
shown to have magnetic, catalytic and optical properties that
can be different from those of bulk systems and of the ele-
mental NPs. The size-, shape- and composition-dependence
of these properties is not at all trivial but it is extremely im-
portant, since its comprehension would allow tailored design
of nano-sized systems for specific applications in many tech-
nological fields, from industrial catalysis, to data storage and
to medical research1.

CuNi in particular is a system that has gained increasing
interest both for bulk surface alloys2,3 and for nanoalloys4,
because of its catalytic properties. It has been shown that
bulk surface CuNi alloys have a higher reactivity for carbon
oxides reduction than elemental nickel or copper. They have
been also used to catalyze graphene growth of mono- and bi-
layers with a fine control of thickness and uniformity3,5. The
interaction between graphene layers and CuNi nanoparticles
in nanocomposites has been shown to develop electric and
photoresponse properties making it a promising candidate for
future photodetectors6. Regarding biomedical applications,
CuNi magnetic nanoparticles are employed in studies involv-
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ing selective tissue hyperthermia4,7. CuNi nanoalloys have re-
vealed remarkable magnetic activity8. Interest in small CuNi
nanoalloys derives also from the possibility of producing chi-
ral isomers9.

From a thermodynamic point of view such system is weakly
miscible, presenting a bulk miscibility gap which extends up
to 630 K10. The two elements present a small lattice mis-
match and a small positive enthalpy of mixing. Such features
suggest that, in clusters of small sizes, strain and pressure re-
lated driving forces, recently found to dominate segregation
effects in NPs11, should be much weaker. Moreover CuNi
NPs should present smaller miscibility gaps, shifted down to
and below room temperature, drastically influencing the syn-
thesis of such clusters12. Recent work on thermodynamic
models applied to NPs in the 4− 10 nm size range showed
results confirming such finite-size effects on the phase dia-
gram13.

The study of the structure and thermodynamics of nanoal-
loys can in principle be performed at the ab initio level. How-
ever this approach is limited either to the study of a small num-
ber of isomers for sizes of several hundred atoms14, or to the
full optimization of clusters of quite small sizes (well below
50 atoms)15. Moreover, ab initio methods are out of ques-
tion when simulating growth processes, whose time scale is
of several microseconds at least16,17. On the other hand, ther-
modynamic modeling, which uses macroscopic concepts to
study nanoscale objects, becomes less and less reliable when
nanoparticle diameters decrease below ∼5 nm. For these rea-
sons, the development of atomistic models is often necessary
when studying nanoparticles and nanoalloys. Atomistic mod-
els still can still provide reliable microscopic descriptions of
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these systems, being at the same time much less computation-
ally expensive than ab initio calculations. Atomistic models
thus allow a satisfactory exploration of the energy landscape
for nanoparticles counting up to a few thousand atoms. They
can be used to simulate phase transitions in such nanoparticles,
and the growth on realistic time scales. The main problem
with atomistic models is the validation of their accuracy, that
must be performed case-by-case against experimental data,
when available, and against ab initio calculations.

In this paper, a new atomistic model for the CuNi system is
developed and tested, in the framework of a potential based on
the second-moment approximation of the tight binding poten-
tial (SMTB)18, also known as Gupta potential19. SMTB po-
tentials are nowadays used in the modeling of several nanoal-
loys, specifically to study problems of great complexity, such
as global minimum searches20,21, phase transitions22–24 and
kinetic or growth processes17,25, since the cost of ab-initio
simulations is still too high for the extensive investigation re-
quired for these studies. However computational modeling of
catalytic processes is not possible at the atomistic level, hence
the need to develop a potential as compatible as possible with
ab-initio methods, to select structures and compositions for
further ab initio studies.

Parameter sets for elemental copper and nickel have already
been published in the work of Cleri and Rosato26. Such pa-
rameter sets were fitted to experimental bulk quantities, and
developed with the aim of reproducing bulk properties as their
main application. We have tried to develop a parametriza-
tion starting from Cu-Cu and Ni-Ni parameters of Ref.26, and
fitting the heterogeneous Cu-Ni interactions on experimental
solubility energies of impurities. The strategy of fitting on ex-
perimental values of solubility energies was successfully em-
ployed in the case of Ag-Ni, Ag-Cu and Ag-Pd heterogeneous
interactions16,17,27. However, in the case of Cu-Ni, this strat-
egy does not work very well for two reasons: (a) the experi-
mental values of the solubility energies of impurities present
quite large uncertainties, with a large spread between the val-
ues that can be found in the literature28,29; (b) the Ni potential
of Ref.26 is not really satisfactory30, because it produces very
high surface energies and the energy difference between hcp
and fcc bulk phases is too large (0.05 eV per atom against the
experimental value 0.01 eV31). This large difference between
fcc and hcp phases would artificially enhances the energies
of structural defects such as twin planes and stacking faults.
These defects, while not important in bulk studies, can greatly
influence the shape of clusters, where the crystalline symme-
tries are usually broken. Moreover, such large energy differ-
ence destabilizes the hcp phase experimentally observed for
Ni nanoparticles adsorbed on MgO(100)32,33.

To avoid these problems, we have adopted the strategy of
fitting all parameters (for both homogeneous and heteroge-
neous interactions) with the aid of DFT calculations. There-

fore our potential will be a DFT-based one. After fitting the
potential, we have checked it against further DFT data (not
used in the fitting), to the available experimental results and to
recent thermodynamic calculations13. The potential has then
been used to study the chemical ordering in different struc-
tural motifs, both in the limit T → 0 (by global optimization
searches) and at finite temperatures (by Monte Carlo simu-
lations) with the aim of singling out phase transitions. The
results shown in the following are thus a contribution to deter-
mine the nanoscale phase diagram in the size range between
102 and 103 atoms, in which DFT calculations are too cum-
bersome and thermodynamic modeling is not fully reliable.

2 Models and methods

2.1 DFT calculations

Calculations were performed within the Density Functional
Theory approach implemented in the Quantum-Espresso
package34 with available ultrasoft pseudopotentials35. For ex-
change and correlation, the spin unrestricted Generalized Gra-
dient Approximation in the Perdew-Burke-Ernzerhof36 imple-
mentation was used. For the selection of the plane waves, en-
ergy cutoffs of 30 and 240 Ry were chosen to describe the
wave function and the electronic density, respectively, and the
sampling of the first Brillouin zone was performed at the Γ
point.

2.2 Atomistic calculations

Atomistic calculations were performed by means of the SMTB
potential, whose fitting procedure is discussed in section 3.
Here we describe the calculations performed by using that po-
tential.

2.2.1 Global optimization method. The optimal chem-
ical ordering pattern within a given structural motif has
been obtained via Basin-Hopping (BH) global optimization
searches. This algorithm consists of Metropolis Monte Carlo
simulations in which a local minimization is performed after
each move37. Depending on the type of moves involved, this
method can be used both for full structural optimization and
for chemical ordering optimization within a given structural
motif. Since in this work we are most interested in the latter
task, in our simulations we use only exchange moves, where
the identity of two atoms of different species is swapped. Both
random and tailored moves were used14,38. In our simulations
the structure of the cluster is fixed (apart from local relax-
ations), and the moves allow us to find the best homotops39

(i.e. the best chemical ordering patterns within a given geom-
etry) at the specified size and composition. For each size and
composition we have performed at least 5 independent runs of
5×105 moves.
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2.2.2 Monte Carlo simulations. Since we are interested
also in the stability of such chemical ordering at finite temper-
ature, we have performed Monte Carlo (MC) simulations in
a range of increasing temperatures. During these simulations
only random exchanges have been used, and local minimiza-
tion have been performed after each move to allow stress re-
laxation. It has been checked that this procedure reproduces
the results of standard Monte Carlo simulations (without local
minimization, but with random local displacements) in known
cases40. Depending on the size of the cluster the simulations
consisted in 1.0− 2.5× 106 single Monte Carlo steps. The
Monte Carlo simulations of bulk systems, that were used in
the potential fitting procedure, have been performed with pe-
riodic boundary conditions in a box containing 1296 atoms.

2.2.3 Molecular Dynamics simulations. Molecular Dy-
namics (MD) simulations have been performed in the (NVT)
canonical ensemble using a homemade code for a preliminary
study of nanoparticle melting. The program uses the Velocity-
Verlet integrator for the solution of the equations of motion
coupled with a Andersen thermostat. The annealing rate has
been set to 2K/ns, with a time-step of 5fs.

3 Potential fitting and validation

In the SMTB potential used in the atomistic calculations has
the following form the potential energy of the system depends
on the relative distances between atoms ri j and it is written as
the sum of single-atom contributions Ei:

Ei = ∑
j,ri j≤rc

Ai je
−pi j

(
ri j
r0i j

−1
)
−

√√√√ ∑
j,ri j≤rc

ξ 2
i je

−2qi j

(
ri j

r0i j
−1

)
.

(1)
The parameters pi j,qi j,Ai j,ξi j,r0i j depend on the two atomic
species of the pair i j only. As for r0i j, we take the equilibrium
distances in the bulk crystals at zero temperature for homoge-
neous pairs, and the average of the two equilibrium distances
for heterogeneous pairs. rc is an appropriate cutoff distance.
In this work we choose to put rc equal to the third-neighbor
distance in the respective bulk solids for homogeneous pairs,
whereas for heterogeneous pairs the rc is again the arithmetic
average. The potential is then linked to zero at the fourth-
neighbor distance by a fifth-order polynomial function in such
a way that the resulting potential is continuous with continu-
ous derivatives for all interatomic distances.

As stated in the Introduction, the parameters of the atom-
istic model are fully fitted by using DFT data. For each type of
interaction (Cu-Cu, Ni-Ni, and Cu-Ni), there are four param-
eters (p,q,A,ξ ) to be fitted26. For the homogeneous Cu-Cu
and Ni-Ni interactions, the parameters are fitted on DFT data
of lattice constant a, bulk cohesive energy per atom Ec, bulk
modulus B, and energy difference per atom ∆Ehcp− f cc between

hcp and fcc bulk phases. This fitting strategy has proved to be
effective in developing atomistic potentials that are accurate
for describing cluster structures, as discussed in Refs.30,33.

The parameters for the mixed interactions were often cho-
sen to be the mean values of those of the elemental interac-
tions. While this has been proven to be rather successful in
systems with tendency to form solid solutions in the bulk, such
as PdPt41, we judged that this procedure is a poor approxima-
tion for our system, which presents a miscibility gap. For this
reason, only p and q have been taken as the arithmetic mean
values of the pure parameters, while a and ξ have been fit-
ted to reproduce the single impurity solubility energy Es of
a Ni atom in a Cu bulk (and vice versa) as obtained in DFT
simulations. The reference values are shown in Table 1. This
procedure has been adopted for weakly mixing systems, such
as Ag-Ni and Ag-Cu, with quite good results14,17. To reduce
the computational cost of the simulations, a cutoff rc on inter-
atomic distances has been adopted.

Table 1 Bulk values for Cu and Ni obtained with DFT simulations
and parameter sets of the potential. a is the lattice parameter, Ec is
the cohesive energy per atom, B is the bulk modulus and ∆Ehcp− f cc
is the difference in binding energy per atom between hcp and fcc
bulk phases.

a (Å) Ec (eV) B (GPa) ∆Ehcp− f cc (eV)
Cu 3.518 3.429 138.7 0.031
Ni 3.649 4.931 206.6 0.011

p q A (eV) ξ (eV)
Cu-Cu 10.653 2.49 0.092585 1.2437
Ni-Ni 11.7 2.045 0.096444 1.6111
Cu-Ni 11.1765 2.2675 0.1046 1.4453

Es Cu impurity in Ni bulk 0.194 eV
Es Ni impurity in Cu bulk 0.113 eV

3.1 Ground-state validation

The potential has been validated trough comparison to DFT
results about clusters and surfaces. In the case of bulk crystal
surfaces we checked pure-metal surface energies and the ver-
tical relaxation of Ni layers (from 1 to 4) on Cu crystals and
vice versa. In the case of clusters we compared the energy
ordering of different homotops for some different structures.

Atomistic and DFT results about the energies of (111) and
(100) bulk crystal surfaces in Cu and Ni are shown in Table 2.
The agreement between the two types of calculations is quite
good.

Let us now consider the structural relaxation in the z-
direction of Ni-layers on Cu crystals (and vice versa). In our
DFT calculations, we fixed the position of the two lowest Cu
(Ni) layers in a 5-layer slab to simulate an infinite bulk, al-
lowing the relaxation of the other three Cu (Ni) layers. The
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Table 2 Surface energies

γ(111) (mJ/m2) γ(100) (mJ/m2)
Cu (DFT) 1135 1285
Cu (SMTB) 1089 1189
Ni (DFT) 1816 2147
Ni (SMTB) 1975 2113

further Ni (Cu) layers on top are all allowed to relax. For the
atomistic simulations we just simulate a large slab of Cu (Ni)
fcc bulk with the Ni (Cu) layers on top (2300-2600 atoms in
total) and removed the periodic boundary conditions along the
z axis. DFT and SMTB results are in good agreement, as can
be seen in Fig. 1

Fig. 1 Surface relaxation in the z-direction for: a) 1-to-4 nickel
layers over bulk copper, b) 1-to-4 copper layers over bulk nickel.

In the case of clusters, we considered three structures: the
55-atom truncated octahedron and icosahedron, and the 147-
atom octahedron. For each structure, several different com-
positions were examined. Some of them are shown in Fig.
2. Since a thorough search of the Potential Energy Surface
(PES) minima at the DFT level for these sizes is yet too com-
putational expensive, the structures have been taken from a
basin-hopping search at the atomistic level and afterwards re-
laxed by DFT.

The comparison of the energy ordering shows that the pref-
erential site for a single impurity is correctly identified in all
cases, for both Ni impurity in Cu clusters and vice versa.

However, in general the agreement is not perfect, so that
two comments are in order. First, the energy differences be-
tween homotops in SMTB calculations are always smaller
than those at the DFT level. Second, the agreement between

Fig. 2 Top row: icosahedron of size 55. The left panel shows the
lowest homotop of Cu54Ni1 according to both SMTB and DFT
calculations. The middle and right panels show two homotops of
Cu50Ni5. According to SMTB calculations, the structure in the
middle panel is lower in energy, while according to DFT
calculations, the structure in the right panel is lower in energy.
Middle row: icosahedron of size 55. Both SMTB and DFT
calculations agree on the lowest homotop of Cu42Ni13 (first panel
from left) and Cu1Ni42 (fourth panel from left). On the contrary,
there is disagreement on the lowest homotop of Cu12Ni43, which is
the one in the second panel for SMTB and in the third panel for
DFT. Bottom row: best placement for a single Ni impurity inside a
cuboctahedron of 55 atoms (left panel); best homotop for
icosahedral Cu22Ni125.

the two methodologies, while quite good from a qualitative
point of view, is subject to failure when considering the fine
details: such properties as the copper segregation in the sur-
face and the aggregation of nickel atoms in the core are very
well reproduced, but the ordering of low-lying homotops is
often not the same at DFT and SMTB level.

The most evident failure is to reproduce the character of the
incomplete copper capping in the case of very high nickel con-
centration. At the SMTB level the copper atoms occupy the
less coordinated surface positions, that is all vertices first, then
the edges, then (100) facets and finally (111) facets. This char-
acteristic is common to all clusters shapes and sizes. There is
a clear indication that this is not the case at the DFT level. For
example, two representative homotops of the Cu12Ni43 icosa-
hedron have been considered. In the first homotops, the twelve
Cu atoms occupy all vertices. In the second homotop, they
form a compact patch on one side of the surface. While at the
SMTB potential prefers the first homotop, the homotop with
the compact patch is preferred at the DFT level.
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3.2 Finite temperature validation

To check whether this parametrization can be trusted in pre-
dicting the correct chemical ordering patterns at finite temper-
ature, we validated it against a well known experimental prop-
erty, that is the transition in the bulk phase-diagram between
the segregated phase and the solid solution. For the Cu-Ni sys-
tems several phase diagrams have been proposed, but there is
a good agreement that at 50% Ni concentration the miscibility
gap is up to a temperature of the order of 630 K, and for 25%
Ni concentration this temperature is around 500 K10.

The results of the MC simulations are shown in Fig 3. The
significant percentage of heterogeneous bonds at 0 K is due to
the interface between the Cu and Ni segregated phases, and is
just a spurious effect of the finite size of the simulation box.
The transition temperature is given by the position of the in-
flexion point in the order parameter curve. For the 50% Ni
concentration, the transition between a well segregated sys-
tem and a quasi-random mixing can be found around 550 K.
At 25% Ni concentration, the transition temperature is ∼400
K. These results are in reasonable agreement with the experi-
mental data on bulk alloys, even though the transitions are at
somewhat lower temperatures. As we will see below, our tran-
sition temperatures in nanoparticles are however higher than
those given by the atomistic models used in the literature12.

Fig. 3 Percentage of mixed-bonds in bulk at 25% and 50% Ni
concentration as a function of the temperature. For each
concentration the value for complete random mixing is shown.

The mixing enthalpy of the bulk alloy has been calculated
by MC simulations at different compositions at a temperature
of 973 K, which is well above the miscibility gap, but still in
the solid range. This temperature has been considered in the
literature, both in experiments and in simulations12,28,29. The
results are shown in Fig. 4. To the best of our knowledge, there
are no recent experimental data, and those present in the liter-
ature are not in complete agreement with each other12,28,29.
Our model slightly overestimates the experimental mixing en-
thalpy, which has a maximum value of 35 meV per atom while
most previous works show values in the range 20-25 meV.
Nonetheless our results do show the correct asymmetric be-
haviour of the enthalpy, peaking at around 55% Ni concentra-

tion.

Fig. 4 Mixing enthalpy for the CuNi bulk system at 973 K.

4 Results

4.1 Optimal chemical ordering patterns

Here we determine the optimal chemical ordering according
to our atomistic model for three magic-number nanoalloys:
the 434-atom decahedron, the 561-atom icosahedron and 586-
atom fcc truncated octahedron. For each structure, several
compositions are considered. A selection of results is shown
in Fig. 5.

The optimal chemical ordering patterns of these nanoalloys
bear some resemblance to those of other non-mixing systems
in which one of the elements has a lower surface energy and
has a larger atomic radius (such as AgNi, AgCu, AgCo and
AuCo11), even if the difference in size of nickel and copper
atoms is quite small. For all sizes and structures the clusters
show a complete surface segregation of copper atoms, given
that the number of copper atoms is sufficient to cover all nickel
atoms. Moreover, for all intermediate compositions, the struc-
tures show a very clear quasi-Janus chemical pattern42, with
an off-centre nickel core with a monolayer coating of copper
on one side. The main difference with AgNi, AgCu, AgCo
and AuCo is that the lattice mismatch in CuNi is so small that
the quasi-Janus clusters have almost no surface distortions.
However, the small mismatch is sufficient to trigger the typ-
ical instabilities that lead to low-symmetry chemical ordering
patterns43 such as the quasi-Janus patterns, because of strain
release. Quasi-Janus patterns have been found also in simu-
lations of another system with small mismatch, PtIr, but the
driving force in that case was not related to strain release44.

In the icosahedron, the best impurity location for a nickel
atom is the central position, also for all other Ih magic-sizes,
that is 55, 147 and 309. This is expected since the Ni atom is
(slightly) smaller and the centre of a icosahedron is its most
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compressed site. For the 561-atom cluster specifically, upon
increasing the Ni concentration we first find a filling of the
55-atoms core, then a morphological instability appears (see
Fig. 5, second row), similar to those already found in the lit-
erature11, in which the core takes a low-symmetry off-centre
shape.

Nickel-rich clusters show incomplete surfaces where the
copper atoms occupy positions on the surface in a precise pat-
tern from the lowest coordinated sites, i.e. vertices, to the
highest coordinated sites, that is (111) facets. This kind of
decoration, though, is not in agreement with the DFT results
at very small sizes, where the tendency is found to be in favour
of a incomplete but segregated surface capping, so that this
atomistic result should therefore be taken with some care.

The subvertex site of the decahedral structure is the pref-
erential location for a single nickel impurity. As much as 7
atoms are found to form a small crown around the five-fold
axis just under the vertex. Larger inclusions then follow a
very clear and unique pattern: if we consider the decahedron
as divided in five slices (the original five tetrahedra composing
the structure) by its 5-fold axis, the Ni atoms occupy one slice
at a time, showing magical composition numbers for 63, 104,
145, 186 and 212 nickel atoms, as shown in Fig. 6. It should
be noted however that at each compositions homotops that do
not completely fill these slices are very close in energy to the
optimal homotop, with ∆E ∼ 0.03eV .

In the truncated octahedra, nickel atoms form always sub-
surface (hence off-centre) aggregates, for all compositions.
This pattern has been already found in several systems11,45.
However in CuNi the difference with respect to AgCu, AgNi
or AgCo is that the surface monolayer of copper atoms has
neither holes nor deformations11.

4.2 Thermodynamic stability of segregation

A complete segregation is not experimentally observed in sev-
eral studies, for example in Ref.13, where some degree of in-
termixing is usually found. This intermixing may be caused
by temperature effects. For this reason, in the following we
study the temperature dependence of segregation by MC sim-
ulations. We consider again the 434-atoms Dh, the 561-atoms
Ih and 586-atoms fcc TO structures. The temperature range
considered is from 0 K (the ground states) up to 800 K, well
above the mixing temperature in the bulk alloy, but well be-
low the melting temperatures of the clusters (the latter will be
briefly studied in 4.3). We decided to limit our investigation to
clusters with 25% Ni composition. Since all surfaces are en-
tirely made of copper, at this composition the core has roughly
a 50% nickel content and the effects of segregation and disor-
dering are therefore more interesting.

All three structures show a monotonic increase of the per-
centage of heterogeneous bonds with temperature, indicating a

Fig. 5 Optimal chemical ordering patterns at 0 K for different
geometric structures and compositions, for a) 586-atom TO, b)
561-atom Ih and c) 434-atom Dh. Ni atoms are shown as large gold
spheres, copper as small red spheres.

smooth transition from complete segregation to quasi-random
mixing. The transition temperature is identified as the inflex-
ion point of the curve, and it is approximately 350 K for all the
motifs considered. This transition temperature is higher than
those found in simulations using other atomistic models12. It
is interesting to comment that the percentage of nickel atoms
in the surface is negligible even at the highest simulated tem-
perature, meaning that the average atomic occupation for a
surface atom has csur f

Ni < 0.005. The value of the order param-
eter for completely random mixing has been therefore calcu-
lated as that of a completely randomly mixed core with a pure
copper surface.

Although the three structures present similar features, some
differences are present. The degree of segregation in the icosa-
hedral structure is higher than that of the other two structures
even at temperatures above the transition, as can be well seen
in Fig. 7, where the average occupations for clusters at 600 K
are shown. In contrast, the TO core present a perfect solid so-
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Fig. 6 The shape of the nickel core for clusters of the decahedral
structure for five magic numbers corresponding to the filling of the
five “slices”. Ni atoms are shown as large gold spheres, copper as
small red spheres.

lution, and for the decahedral cluster only a weak nickel pref-
erential occupation can be seen along the 5-fold axis. These
effects are clearly related to the different internal pressure pro-
files. While inside a TO the pressure is everywhere homo-
geneous (except for a slight compression of the subsurface
atoms), the Ih motif has a highly compressed core and the
Dh clusters present a somewhat compressed 5-fold symme-
try axis. The strain release associated with the insertion of a
smaller nickel atom in such location evidently has an effect
on the average occupation even at temperature well above the
transition.

The transition temperatures between ordered and inter-
mixed patterns can be compared to the results of the work by
Guisbiers et al.13, in which phase diagrams for 4 nm-sized
nanoparticles of several shapes were calculated by thermody-
namic modeling, finding transitions at 200, 400 and 400 K for
Dh, Ih and fcc shapes respectively. The results for Ih and fcc
nanoalloys are in good agreement with our findings, consid-
ering that our clusters have a smaller size, circa 2.5 nm, and
thus are expected to present somewhat lower transition tem-
peratures. In the case of the Dh, we do not find any significant
temperature difference with the other motifs.

4.3 Melting

In order to evaluate the melting range of the structures, we
have performed a preliminary MD study. For each structure,
several Molecular Dynamics simulations have been made,
starting from both intermixed and segregated seeds. At these
sizes pure MD simulations are often not enough to obtain
precise evaluations of the melting temperature from caloric
curves, as shown in Ref.46, and more sophisticated algorithms
need to be implemented. Nevertheless our results are suffi-

Fig. 7 a) Average local nickel occupations for Dh, Ih and TO
clusters at 25% Ni composition at 600 K. b) Percentage of
heterogeneous bonds for the same clusters as a function of
temperature: Dh (+), TO (×) and Ih (*) clusters.

cient to locate the melting range with some confidence, so that
they allow us to make two comments: (a) all structures melt
in ranges around 1000-1100 K, which is in very good agree-
ment with the results obtained by Guisbiers et al. by means
of thermodynamic calculations13 (b) all melting ranges are
well above the highest temperature at which we performed
MC runs at fixed structures for the study of the intermixing
transition.

5 Conclusions

In this paper, a new DFT-based parametrization of the SMTB
atomistic potential for CuNi has been developed. The new po-
tential is found to describe well all the properties analysed,
both those regarding infinite (bulk) and semi-infinite (surface)
systems and those regarding finite-size clusters. Specifically,
the potential is shown to correctly reproduce structural proper-
ties, such as surface vertical relaxation in thin films and impu-
rity locations in clusters, and thermodynamic properties, such
as miscibility gap and mixing enthalpy in bulk alloys. These
results make this parametrization particularly suitable to study
structural properties of nanoalloys at finite temperature, but
also to perform thorough explorations of the nanoalloy energy
landscape which can be used as the starting point of subse-
quent ab-initio studies.

This new parametrization has then been used to study the
chemical ordering pattern for several clusters shapes, sizes
and compositions, both at the level of ground-state search
and in finite-temperature simulations. Concerning the opti-
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mal chemical ordering patterns, the system shows qualitative
trends which are similar to those of other weakly miscible sys-
tems, but with some important differences. First of all, the
CuNi system present very little lattice mismatch, thus show-
ing quasi-Janus patterns with no surface reconstruction and
almost no distortion, at variance with the cases of, e.g., AgCu
or AgNi. As the temperature is increased, the chemical or-
dering pattern changes: while the surface segregation of cop-
per atoms is almost complete even at quite high temperatures,
the internal segregation is rapidly disordered, with a transition
around 350 K for an overall composition of 25% in Ni. This
finite-temperature effect, which is relevant even at room tem-
perature, has thus to be taken into account in the synthesis of
such nanoalloys.

The intermixing transition has different characteristics for
the different structural motifs. This is related to the intrinsic
pressure profile which derives from the non-crystalline nature
of icosahedra and decahedra. The more compressed sites, such
as those along the five-fold axis for the Dh and especially the
core sites for the Ih, retain a higher nickel occupation even at
temperatures well above the order-disorder transition.

In conclusion, we have shown that atomistic modelling can
be useful in reproducing the nanoscale phase diagram of CuNi
nanoalloys, being thus helpful for designing appropriate syn-
thesis methods for these nanoalloys, which present a variety
of core/shell or solid-solution patterns.
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