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Determining and analytical validation of creatinine content in serum using image analysis by multivariate transfer calibration procedures
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Abstract: The main objective of this study was to explore the feasibility of image analysis (RGB, HSI and gray intensity histograms) and partial least squares regression using a calibration model transfer technique in quantitative analysis of creatinine in serum samples by the use of two different devices: a desktop scanner and a cell phone camera. In addition, a multivariate validation based on linearity, accuracy, sensitivity, bias, prediction uncertainty and β-expectation tolerance intervals were estimated. The colorimetric reaction for creatinine was carried out in a 96-microwell plate format with flat-bottomed 250 µL microwells. The results achieved separately for both devices were very significant compared to the reference method, showing no statistical difference at a confidence level of 95%. When the calibration model based on the scanner was used directly to predict the concentration for cell phone data, it produced an unsatisfactory prediction with the RMSEP = 0.79 mg dL⁻¹. However, the prediction were greatly improved after the calibration was transferred based on DS (RMSEP = 0.14 mg dL⁻¹). The same trend was observed when the scanned data were predicted by the calibration model based on the cell phone, where the initial RMSEP = 0.25 mg dL⁻¹ was reduced to RMSEP = 0.10 mg dL⁻¹, after calibration transfer. These results shows the transferability of the calibration transfer technology applied to image data, where efficient calibration transfer to other devices was clearly demonstrated with all devices in the study effectively giving similar results on a transfer set.
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1. Introduction

Creatine (α-methyl-guanidinoacetic acid) is synthesized in the liver, pancreas, and kidneys from the amino acids arginine, glycine, and methionine. Creatinine is produced as a waste product of creatine and phosphocreatine. Because much of the creatinine is produced in muscle, the amount of creatinine that is measured in blood is proportional to the patient’s lean muscle mass. The waste product, creatinine, enters the blood supply, where it is removed through the kidneys. It is regarded as the most useful way to deduce the efficiency of the kidneys and to diagnose renal failure.\(^1\)

Several works have been reported in literature exploring the use of high-performance liquid chromatography,\(^2\) nuclear magnetic resonance,\(^3\) Fourier transform infrared,\(^4\) near infrared spectroscopy\(^5\), Raman spectroscopy,\(^6\) and square wave voltammetry,\(^7\) among others\(^8,9\), for quantifying creatinine within blood and urine. However, most of these techniques are highly-sophisticated, expensive, immobile, or require rigorous pre-treatment sampling, all of which are potential hurdles to overcome in providing a cheap, simple and portable detection method for creatinine in point-of-care diagnostics.

Another possibility for measuring plasma creatinine is through endpoint colorimetrics by direct color formation with picric acid, known as the Jaffe reaction.\(^10\) In the Jaffe reaction, creatinine reacts with picric acid in an alkaline environment to generate an orange-red product, as shown in Figure 1. Color intensity of the orange-red product is proportional to original concentration of creatinine in solution, a standard curve which can be created and used to calculate the creatinine content of an unknown sample. Advantages of this method are its cost effectiveness and ease of performance.
Nowadays, digital imaging is becoming more important because of its ability to carry out fast and non-invasive low-cost analyses on biochemical assays. The fast growth of communication technologies all over the world have especially increased the number of papers published exploring the uses of webcams, scanners, cell phones and digital cameras to investigate the optical properties of colorimetric assays and other applications. These digital images are translated into millions of colors using basically three standard models: RGB (R—red, G—green and B—blue), the HSI (H—hue, S—saturation and I—intensity) and the grayscale.

One interesting approach for digital analysis is related to the use of color histograms. It describes the statistical distribution of the pixels as a function of the recorded color component, and not the direct physical–chemical behavior. The application of color histograms for colorimetric test has great potential for many applications which involve producing chemical color changes. Other approaches, several standard colorimetric reactions for biochemical assays using a webcam, scanner, cell phones and digital camera have been miniaturized to be used with microwells on microplates. The advantages of this approach can be described as a reduction in the amount of reagents and waste due to the low amount of total reagent (250 µL), reduction in costs (microplate price for a base unit - US$ 4.00) and an increase in the analytical frequency because image analysis with a microplate has the potential to perform 96 tests at the same time.
However, in almost any digital imaging procedure designed to make a quantitative measurement, the first step involves performing a calibration. A practical limitation in calibration occurs when an existing model is applied to spectra that were measured under new environmental conditions or on a separate instrument. The responses, for instance, from two instruments for the same sample measured under the same conditions will be different and multivariate calibration models will therefore not necessarily be valid for this new situation. An alternative is to apply chemometric techniques to correct for instrumental and environmental differences, thereby making the model transferable and avoiding full recalibration. In the case of digital image transfer, the response of a sample measured on the slave scanner-device is corrected to the response obtained on the master scanner-device so that the image of standards collected on the master and slave instruments resemble each other. Different multivariate standardization approaches such as direct standardization (DS) and piecewise direct standardization (PDS) have been used to solve the problem of transferability when there are quite different instruments involved. Basically, these standardization methods transform the spectra or image of a new instrument to resemble those from the original instrument.

Therefore, the objectives of this paper were three-fold: (1) to implement the multivariate calibration transfer using color histograms (RGB, HSI and gray intensity histograms) between two optical devices (camera cell phone and desktop scanner) based on a DS procedure for the determination of creatinine in serum samples adapted to a 96-microwell plate; (2) to compare the errors of prediction and bias of an independent test set of creatinine acquired from both the master (desktop scanner) and slave (cell phone) devices after applying the conventional DS correction; (3) to validate a multivariate image analysis (MIA) method based on digital images estimating the linearity,
accuracy, sensitivity, bias, prediction uncertainty and b-expectation tolerance intervals. To the best of our knowledge, this is the first demonstration of determination and analytical validation of creatinine content in serum using color histograms measured by cell phone and scanner by multivariate transfer calibration procedures.

2. Material and Methods

Samples

The colorimetric reaction for determination of creatinine was performed using a commercial kit that contains an immobilized biochemical compound and color reactants. The kit was acquired from Labtest® (Labtest Diagnóstica SA, Brazil) with reference code ref. 35. The standard of creatinine contained in this kit is traceable to Standard Reference Material (SRM) 914 from the National Institute of Standards and Technology (NIST). The reference tests were performed using the standard method of the company according to the modified Jaffé method, where a yellowish red complex is formed after creatinine reacts with picric acid whose absorption at 510 nm is proportional to the concentration. The reference calibration procedure was done according to recommendations of the National Kidney Disease Education Program (NKDEP) for standard dosage of creatinine in serum. The range of concentration studied was from 0.03 to 4.00 mg dL⁻¹, being fourteen samples for calibration set and six for validation set acquired in triplicate, which covers the level of desirable creatinine in serum for adults (0.70 – 1.20 for males, 0.53 – 1.00 for females), according to Labtest’s diagnostic kit. Creatinine concentration out of these levels can be an indicator of renal disease.
For colorimetric tests, microcentrifuge tubes were filled with (i) 0.25 mL of creatinine sample; (ii) 2.0 mL of buffer solution (sodium hydroxide 20.8 mmol L⁻¹ and sodium tetraborate 12.7 mmol L⁻¹); and (iii) 0.5 mL of picric acid 44.4 mmol L⁻¹. Next, the tubes were vortexed and incubated for 10 min at 37ºC. Then, 250 µL of solution was inserted into the microwells of a 96-well ELISA microplate (Fisher Scientific, USA) for imaging analysis. For reference measurements, a UV-Vis spectrophotometer Evolution 60S (Thermo Scientific, USA) was used with a bucket filled with all of the micro centrifuged content (2.75 mL).

**Digital image acquisition**

The images of ELISA microplate were acquired by scanner and a cell phone device. For the scanner, the microplate was scanned by a conventional HP Scanjet G2410 desktop scanner (Hewlett-Packard, USA) in which the images were saved in .TIFF format at 72 x 72 dpi. The scanned images were then loaded into MATLAB® software version 7.12 (MathWorks, USA) and the regions of interest (ROIs) composed of a squared region of 21 x 21 pixels of each microwell were automatically cropped by a homemade algorithm. For the cell phone, ELISA micro plate images were acquired by a Smartphone Samsung Galaxy Y 2.0 Megapixel camera. The photos were acquired from a distance of about 15 cm from the camera to the top of the microplate above a white surface by using 2x zoom, with the device held in a static position to avoid blur. The images in .JPEG format at 96 x 96 dpi were then transferred to a computer where the ROIs were cropped with the size of 10 x 10 pixels using GIMP 2.0 software.²⁸ Thereafter, the ROIs were loaded into MATLAB and the chemometric models were built. In addition, background images of the ELISA microplate with a size of 21 x 21 and 10 x 10 pixels were also acquired from both devices, respectively. These images did not have any reactant content, only the microplate surface.
In order to avoid external light interfering on the microplate surface, the image acquisition process by desktop scanner was carried out with the scanner lid closed. For cell phone data, ambient light has an effect under the image, however this interference was corrected by histogram normalization and the application of multivariate calibration instead of regular univariate model.

Data analysis

After the images from both devices were loaded into MATLAB, the color histograms for Gray-Red-Green-Blue-Hue-Saturation-Intensity channels of each image at a concentration level were acquired. Twenty images of creatinine were obtained within the studied concentration range for each device, where fourteen of these were used in calibration set and six in prediction set, according to the Kennard-Stone algorithm.²⁹

The histograms of each image were concatenated into a unique array according to the order previously mentioned. The sample histograms were normalized subtracting the histogram of the background images from it. This was done to reduce the effect of shadows on the microplate surface which can mask the real color information of the samples. Next, the normalized histograms were arranged into an $X \{m \times n\}$ matrix containing $m$ histograms at a different concentration level, with length of $n$ variables. The calibration model for each device was made using partial least squares (PLS) regression with 3 latent variables and mean center preprocessing applied to $X$ matrix. These models were built using PLS Toolbox 7.0.3 (Eigenvector Research, Inc. USA) in MATLAB.

Standardization
Several steps in the standardization and multivariate calibration transfer for creatinine estimation between camera cell phone and desktop scanner devices were carried out. Initially, a small number of calibration samples were selected and used in the transfer set. A standardization matrix was calculated from the digital image of subset samples measured on both devices. Direct standardization (DS) algorithm\textsuperscript{30} was used, in which each histogram was constructed from several histograms in a small window of the digital image measured on each device. The standardization matrix was used to correct the digital image measured on both devices to account for instrumental and measurement differences. As a result of the standardization, a new set of histograms ('standardized' histograms) were obtained as if they were measured on either of these devices. The technique chosen for selection of transfer samples considered in this study was the classic Kennard Stone (KS) algorithm. The cell phone was treated as the master (M) device, and the scanner as the slave (L) device. The calibration model was transferred from the cell phone to the scanner. The following abbreviations will also be employed:

\begin{itemize}
  \item RMSEP \quad \text{Root mean square error of prediction}
  \item RMSEP\textsubscript{\text{S\text{}} \text{M}} \quad \text{RMSEP for the prediction set of device cell phone, employing the model calibrated for device scanner. Cell phone and scanner can be either master (M) or slave (L)}
  \item RMSEP\textsubscript{\text{S\text{}} \text{MT}} \quad \text{RMSEP for the prediction set of device cell phone, employing the model calibrated for device scanner with the use of transfer samples.}
\end{itemize}

\textit{Multivariate analytical validation}

The following figures of merit have been calculated to evaluate and validate the method: root means squared error of cross validation (RMSECV) or in the external
validation (RMSEP), based on linearity, accuracy, sensitivity, bias and prediction uncertainty. For brevity in this study, the β-expectation tolerance intervals\textsuperscript{31} were included, and was calculated as follows:

\[
β-TI = RE(%)_j ± t \sqrt{1 + \frac{1}{pnB_j^2} RSD(%)_j}
\]  

(1)

where \(p\) is the number of series, \(n\) is the number of independent replicates per series, \(RE(\%)\) is the mean relative error for the \(n\) replicates for the \(j_{th}\) level, \(RSD(\%)\) is the relative standard deviation for the \(n\) replicates for the \(j_{th}\) level. \(t\) is bicaudal \(t\)-student critical values for \(m\) degrees of freedom. \(ν\) is calculated according to the equation below:

\[
ν = \frac{(R_j + 1)^2}{\left(\frac{R_j + 1}{n} \right)^2 + \frac{1 - \frac{1}{n}}{pn}}
\]

(2)

where \(R_j\) is the ratio between within series variance and between series variance, and \(B_j\) is estimated using \(R_j\)

\[
B_j = \sqrt{\frac{R_j + 1}{nR_j + 1}}
\]

(3)

Based on β-TI, the accuracy profile makes a visual and reliable representation of the actual and future performances of the analytical method possible, and thus enables better risk management. The use of β-TI as an innovative figure of merit has recently been extended to multivariate calibration, mainly focused on the validation of NIR methods in pharmaceutical analysis\textsuperscript{32} and application of digital images in food analysis.\textsuperscript{33}

3. Results and Discussion
3.1 Univariate model

A univariate calibration for both devices (cell phone and scanner) was previously attempted for the construction of the multivariate model for the feasibility of image analysis (RGB, HSI and gray intensity histograms) using a calibration model transfer technique in quantitative analysis of creatinine in serum samples. In the univariate calibration, the normalized histograms correspondent to the intensity of channels (RGB, HSI and gray intensity) were chosen and plotted against its measured concentration value. For building the univariate model, the sample histograms were divided into 14 for the calibration set and 6 for the validation set by using the Kennard–Stone algorithm, which assured the presence of the most representative samples in the calibration set through a uniform scanning of the independent variables data set. A linear fit was then made defining a linear equation which represented the regression. We extracted the intensity of prediction samples and found their concentrations by a linear equation of calibration. Then, we conducted a statistics relation with the real concentration measured by the reference method (enzymatic colorimetric). Poor correlations and high relative errors were found for the univariate models, and were not considered satisfactory for quantification. So, we built the PLS model and an observed an improvement for the multivariate model.

3.2 Multivariate model

For building the PLS model, no preprocessing other than mean centering was applied to the histograms. Figure 2 shows the typical histogram for each device.
The histogram profiles shown in Figure 2 for cell phone and scanned images are very different, where the signal for scanner data are more intense in Blue, Hue, and Saturation channels. For cell phone data, the histogram signal is more equally distributed for all channels, having an overall higher intensity for the frequency distribution. The differences in histograms profiles may be caused by different image formats and resolution of each device. These facts justify the application of calibration transfer to the data acquired, as without transfer technique, when the image from a device is validated into another, the result may be completely different.

In PLS, the number of latent variables (LV) was selected based on the smallest root mean square error of cross validation (RMSECV), using 3 LV. The prediction performance of a standard PLS calibration and figures of merit in the master (scanner) and slave (cell phone) devices are compared in Table 1. The plot of reference versus predicted values for each device is shown in Figure 3, showing the accuracy of the
models by comparing the means of the predicted concentration for validation set separately and after transfer technique. Standard-deviation found for validation set were quite low considering a triplicate, varying from 0 to 0.16 mg dL\(^{-1}\) for cell phone data and from 0.04 to 0.15 mg dL\(^{-1}\) for scanned data.
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**Figure 3:** (a) Results of measured versus predicted concentration for PLS model for cell phone device: (●) calibration samples, (▲) prediction samples, and (▼) scanner prediction samples after calibration transfer; (b) Results of measured versus predicted concentration for PLS model for scanner device: (●) calibration samples, (▲) prediction samples, and (▼) cell phone prediction samples after calibration transfer.

**Table 1:** Results found for PLS models.

<table>
<thead>
<tr>
<th>Device</th>
<th>Calibration parameters</th>
<th>Prediction parameters</th>
<th>Linearity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of latent variables</td>
<td>Variance explained (%)</td>
<td>Worked range (mg dL(^{-1}))</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>97.94</td>
<td>0.03 – 4.00</td>
</tr>
</tbody>
</table>
PLS yielded the lowest RMSEP and the highest R and $R^2$ for all devices for the creatinine parameter. Accuracy values represented by RMSECV and RMSEP indicated the estimated PLS model values for each device showed excellent agreement with the enzymatic method. Some figures of merit results for PLS model of the cell phone and scanner are also provided in Table 1. Excellent results were observed for linear response, recovery and analytical sensitivity to the parameter evaluated, considering the analytical range of each model. The LOD and LOQ values observed for both devices were smaller than those obtained by the reference method for a protein sample containing creatinine (LOD and LOQ equals to 0.30 mg dL$^{-1}$ and 0.99 mg dL$^{-1}$, respectively). The bias was only estimated for the validation set and shows a t-value (1.97) lower than the t-critical value (2.57, with 5 degrees of freedom and 95% confidence level), which indicates the absence of systematic errors in the model predictions. The values of the Trueness Index ($I_T$), Precision Index ($I_P$), Dosing Range...
Index (I_{DR}) and Accuracy Index (I_{A}) were close to 1, meaning that the imaging method is almost non-biased, very precise, valid for the whole concentration range studied and shows good overall quality. The β-TI estimated for each device can be seen in Table 1 and were based on three series of triplicates (ρ = 3 and n = 3). This indicates that it is expected that all the predicted values obtained for each model will present relative errors within the accepted limits, showing the reliability and feasibility of using image histograms from both devices to build a clinical method for analyzing creatinine in serum.

3.3 Transfer calibration

The results of the DS-PLS modelling procedure are shown in Fig. 4. In this graph, RMSEP_{MT} is displayed as a function of the number of transfer samples (ranging from 1 to 14) using KS for the selection of transfer samples. The best result for creatinine (RMSEP_{MT} = 0.10 mg dL^{-1}) was obtained by using DS-PLS with 12 transfer samples selected by KS.

![Figure 4](image_url)

Figure 4. RMSEP value as a function of the number of transfer variables selected by KS algorithm of: (a) the cell phone device, employing the model calibrated for the scanner device. (b) the scanner device, employing the model calibrated for the cell phone device. The arrows indicate the minimum points used to choose the number of variables: (a) – 12 variables; (b) – 7 variables.
The prediction performance of a standard PLS calibration in the master (scanner) and slave (cell phone) devices after DS-PLS procedure are compared in Table 2. In addition, Table 2 shows the prediction performance using reverse standardization (RS) for cell phone data, where the prediction set of images acquired by scanner is applied to cell phone calibration model before and after RS-PLS.

**Table 2:** RMSEP, SEP, Bias and Relative error (%) for prediction set crossing samples for different devices and using calibration transfer by direct standardization (DS) for scanner data and reverse standardization (RS) for cell phone data.

<table>
<thead>
<tr>
<th>Prediction parameters</th>
<th>Scanner model (Master - M)</th>
<th>Cell phone model (Slave – S)*</th>
<th>Cell phone model (Slave – S)**</th>
<th>Cell phone model (Slave – S)**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prediction set cell phone (S)</td>
<td>Prediction set cell phone (S-DS)</td>
<td>Prediction set scanner (M)</td>
<td>Prediction set scanner (M-RS)</td>
</tr>
<tr>
<td>RMSEP (mg dL$^{-1}$)</td>
<td>0.79</td>
<td>0.14</td>
<td>0.25</td>
<td>0.10</td>
</tr>
<tr>
<td>Bias (mg dL$^{-1}$)</td>
<td>0.78</td>
<td>0.06</td>
<td>0.24</td>
<td>0.07</td>
</tr>
<tr>
<td>Relative error (%)</td>
<td>73.31</td>
<td>12.66</td>
<td>23.13</td>
<td>9.40</td>
</tr>
</tbody>
</table>

*a* Cell phone model created by reverse standardization. *b* Before calibration transfer. *c* After calibration transfer.

As can be seen, Table 2 shows that the prediction accuracy (RMSEP, bias and relative error) of the PLS model is considerably improved when DS is applied to the histograms acquired from the cell phone device. The reduction from RMSEP$_{M}^{S}$ (0.79 mg dL$^{-1}$) to RMSEP$_{MT}^{S}$ (0.14 mg dL$^{-1}$) is very impressive, showing the importance of the transferable model and avoiding a full recalibration. In addition, there is a statistically significant reduction of the RMSEP value after RS for cell phone data being applied (RMSEP$_{M}^{S}$ = 0.25 mg dL$^{-1}$ to RMSEP$_{MT}^{S}$ = 0.10 mg dL$^{-1}$). Likewise, the bias and relative error were improved after calibration transfer, especially when DS is applied to scanner data set.

4. Conclusion
A multivariate calibration method based on RGB, HSI and gray intensity histograms from digital images obtained from a cell phone and scanner was developed and validated for creatinine determination in serum samples. The results of this paper show that digital image analysis could be a substitute for the spectrophotometric measurements that have traditionally been used for creatinine assays of blood, using only a two-dimensional microplate array. This method was thoroughly validated in accordance with international guidelines, being considered as linear, accurate, unbiased, and suitable for use as an official methodology for creatinine determination in serum samples. In addition, this work supports the usefulness and effectiveness of calibration transfer method (DS-PLS) for the determination of biochemical assay (creatinine) using histograms obtained with low cost and from portable devices (cell phone and scanner).
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