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Graphical Abstract 

 

 

 

We enhance the Fourier transform mid-infrared (FT-MIR) modelling performance by establishing nonlinear calibration 

models for the quantitative analysis of Haemoglobin (HGB) in Human Blood (complex analyte). We use the grid-search 

technique to have the parameters of LSSVR models tuning in a moderate range and combined optimizing in conjunction 

with different pre-processing modes. To obtain the stable modelling parameters, we find the grid-search optimal LSSVR 

models with the best pre-processing mode based on the average predictive results of 30 different divisions of calibration 

and validation sets. And the optimized SNV-SGS-LSSVR model is found in the HGB fingerprint region. The optimal 

model is evaluated much satisfactory for an independent test sample set. Our study shows that the combined optimization 

of grid-search LSSVR modelling with the SNV-SGS pre-processing has the potential of improving predictive abilities of 

FT-MIR spectroscopic analysis of HGB in human blood. 
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Haemoglobin (HGB) is an important factor to determine anaemia and iron nutrition for human health. 
Quantitative determination for HGB in human blood is established by the rapid analytical tool of Fourier 
transform mid-infrared (FT-MIR) spectrometry with its chemometric algorithms. Least squares support 
vector regression (LSSVR) is utilized for the nonlinear modelling. For modelling enhancement, we 10 

propose the grid-search technique applied to the parameter tuning of LSSVR modelling. Also, we 
constructed the framework for discussing the separate and combined use of the spectral pre-processing 
methods of multiplicative scatter correction (MSC), standard normal variate (SNV) and Savitzky-Golay 
smoother (SGS), in which the SGS parameters were set tunable in a certain designated range. The 
performances of different pre-processing modes were evaluated in combination of grid-search LSSVR 15 

modelling. To get stable results, the grid-search LSSVR models and pre-processing modes were 
established based on the average predictive results of 30 different calibration-validation divisions. These 
analytical methods are executed on the FT-MIR fingerprint region of human blood HGB, with 
comparison to the full-scanning region. Results show that the optimized model appears in the fingerprint 
region. In the evaluation part for test samples, the designated optimal model outputs a root mean square 20 

error of testing (RMSET) no more than 6% of the mean chemical value and a correlation coefficient 
higher than 0.9. This study shows that the combined optimization of grid-search LSSVR algorithm with 
different pre-processing modes has the potential of improving predictive abilities of FT-MIR 
spectroscopic analysis of HGB in human blood. 

1. Introduction 25 

Haemoglobin (HGB) concentration in human blood is an 
important determination indicator for anaemia and iron 
nutritional status. The direct rapid determination method of 
human blood HGB concentration was a significant research 
branch in human health monitoring systems.1-3 Infrared (IR) 30 

spectroscopy is effective determination method for analyzing the 
substantial molecular structure as well as measuring the 
component content. As the water responses strongly in the IR 
spectra, many samples contain a lot of water in biology, medicine, 
agriculture, food and other fields, thus making the direct 35 

quantitative analysis in use of IR spectroscopy limited.4-6 With 
the development of Fourier transform mid-infrared (FT-MIR) 
spectroscopy and modern analytical methodology, the difficulties 
mentioned above have been overcome. FT-MIR spectroscopy 
with its chemometric algorithms has been widely used in biology, 40 

medicine, agriculture, food and other fields,7-10 as a new 
quantitative analytical technology with the advantages of reagent-
free, on-line, real-time and in-situ. 

The rapid quantitative analysis without reagents for blood 
primary components (such as haemoglobin, albumin, globulin, 45 

glucose, cholesterol, triglycerides, etc.) is performed by near-
infrared and mid-infrared spectroscopy.11-14 The quantitative 
analysis of blood HGB by near-infrared and mid-infrared 
spectroscopy is feasible, but its predictive accuracy is not high 
enough and needs further improvement.15-16 As far as we know, 50 

the research on quantitative analysis of HGB concentration in 
human blood samples by FT-MIR spectroscopy has been little 
reported. Lee17 output the preliminary experiments confirming 
the feasibility of quantitation for HGB in human blood by using 
FT-MIR spectroscopy. Perez-Guaita18 utilized the attenuated total 55 

reflectance technology to study the quantitative determination of 
HGB concentration in whole blood. But none of them worked on 
the modelling stability for the rapid, reagent-free spectroscopic 
technology. Therefore, collecting a large number of samples for 
FT-MIR experiments, and establishing stable and reliable 60 

analysis models are further work to be completed.  
Extracting information and eliminating noise in spectroscopy 

analysis are very important for improving model predictive effect, 
especially for analytes with multi-components.19-21 Partial least 
squares (PLS) is a common linear method widely used for 65 

comprehensively screening spectroscopic data, extracting 
information variables and overcoming spectral colinearity.22-24 

This journal is © The Royal Society of Chemistry [year] [journal], [year], [vol], 00–00  |  1 
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But linear approaches cannot meet the quantitative modelling 
accuracy because the spectroscopic analysis of a single 
component in complex systems (e.g. human blood) is influenced 
by the responses of other components and noises.25 Thus the 
discussion of nonlinear chemometric method is indispensible.  5 

Least squares support vector regression (LSSVR) is a popular 
nonlinear analytical method. The fundamental concept in LSSVR 
is to map the original data onto a high dimensional space by 
utilizing kernels, followed by a linear regression between the 
dependent variable and the high dimensional data.26 The 10 

distribution of the feature samples in high dimensional space 
depends on the selection of the kernel and the corresponding 
parameters. The Gaussian radial basis function (RBF) kernel is 
the most commonly-used kernel for regression applications due to 
its effectiveness and faster training process.27 The regularization 15 

extension and the kernel width (degree of generalization) of the 
kernel are two vital factors affecting the nonlinear models. 
LSSVR has a global optimum and exhibits model accuracy in 
nonlinear and nonstationary data, and the kernel parameters can 
well determine its resistance to the noise components. There are 20 

increasing evidences showing that the RBF kernel has moderate 
robustness and stability to enable nonlinear modelling for FT-
MIR data. 

FT-MIR spectra are easily affected by physical properties of 
the analysed products and other interference. It is necessary to 25 

perform mathematical pre-process to reduce the systematic noise, 
enhancing the contribution of the chemical signals. The aim of 
this study was to develop a grid-search mode for the quantitative 
determination of Haemoglobin, based on the LSSVR algorithm, 
for the comparison between raw and pre-processed spectra. Some 30 

chemometric tools were used for spectral smoothing, including 
multiplicative scatter correction (MSC), standard normal variate 
(SNV), and Savitzky-Golay smoother (SGS) and etc.28 The 
performances of different spectral pre-processing methods lead to 
variable predictive results. MSC is an averaging regression 35 

method for noise reduction.29 The diffuse reflection scattering 
effect could be corrected based on the average spectrum. SNV is 
a centre transformation for the spectra used to remove slope 
variation and to correct for scattering effects.30 SGS is on the 
basis of least square regression.31 It includes raw data smoothing 40 

and derivative smoothing, which are determined by tuning 3 
parameters (i.e. order of derivatives, degree of polynomial and 
number of smoothing points). We compared the separate and 
combined use of these different pre-processing methods in this 
work, to search for the best noise reduction mode.32-33 45 

Nevertheless, the selection of the appropriate pre-processing 
mode can only be based on the predictive results of the 
calibration model. Thus, combined with LSSVR modelling, the 
combined optimization of pre-processing mode will be more 
effective. 50 

The division of all samples into calibration, validation and test 
sample set is an important part for model establishment and 
evaluation. Calibration samples were used to establish analytical 
models, validation samples used to optimize the modelling 
parameters, and test samples used to reveal the model’s predictive 55 

performance.34 Many experimental results showed that different 
divisions of calibration set and validation set would cause 
fluctuations of optimization effects, and that the corresponding 

modelling parameters (such as SG smoothing, LSSVR parameters, 
etc.) were also changed. Namely, the optimal model for each 60 

division was unstable for all divisions.35 In order to establish 
stable models, it is necessary to make many different divisions 
and establish calibration models for each division. To search for 
the steady modelling parameters, the model predictive results 
were averaged based on different divisions and the optimal model 65 

with its parameters can be selected based on the averages. 
In this paper, enhanced chemometric methods were applied for 

the FT-MIR spectroscopic analysis of HGB in human blood. Pre-
processing methods were compared and the selection of the best 
pre-processing mode is designed in the combination with the 70 

grid-search LSSVR parameter tuning. This chemometric strategy 
is expected to the application in an extended wider scope. To get 
stable results, all grid-search LSSVR parameters were used to 
establish calibration models based on 30 different divisions of 
calibration and validation sets respectively, the selection 75 

processes for the optimal model were based on the average 
predictive results of the 30 divisions. For comparison, we have 
the optimal stable pre-processed LSSVR model compare to the 
commonly-used linear PLS regression, to verify the feasibility of 
this enhanced methodology performing on the FT-MIR spectrum 80 

of HGB concentration of human blood samples. 
 

2. Experiments and methods 
2.1 Materials and measurement 

One hundred and eighty-one samples of human blood were 85 

collected in a fair hospital, from the routine human health 
examination. The HGB data of all samples were measured by 
BC-2800 Blood Cell Analyzer. The measured data were as 
reference chemical values for the spectroscopic calibration. The 
HGB chemical values of 181 samples ranged from 103.8 to 174.2 90 

(g/L), the mean value and the standard deviation are 134.6 and 
18.4 (g/L) respectively. 

The FT-MIR spectra were collected using the Nicolet 360 FT-
MIR Spectrometer (Thermo Fisher, USA) with its Smart OMNI 
cell. Samples were dripped on the glass film, having a thickness 95 

of 0.1mm. The full scanning range was from 600 to 4000 cm-1. 
Scans of symmetrical interferograms with the resolution of 4 cm-1 
were added for each spectrum. The surrounding conditions were 
controlled at the temperature of 25±1°C and the humidity of 
46%RH. Each sample was measured 5 times and the average 100 

spectrum was for FT-MIR analysis. 
 

2.2 Modelling preparation 

Model indicators include root mean squared error (RMSE) and 
correlation coefficient (R).36-37 They are calculated as 105 

2

1

1RMSE ( ' )
1

N

j j
j

C C
N =

= −
− ∑ , 

1

2 2

1 1

( )( ' ' )
R

( ) ( ' ' )

N

j m j m
j

N N

j m j m
j j

C C C C

C C C C

=

= =

− −
=

− −

∑

∑ ∑
, 

where C' j and Cj are FT-MIR predicted value and measured 
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chemical value of the j-th sample, C'm and Cm are respectively 
the mean predicted value and the mean chemical value of all 
samples, and N is the total number of samples in the designated 
sample set. 

At a rough ratio of 2:1:1, all 181 human blood samples were 5 

divided into calibration, validation and test sets at fully random. 
The numbers of samples for calibration, for validation and for test 
were 90, 45 and 46 respectively. To get stable modelling 
parameters, the test sample set was independent out of the 
calibration-validation process, and the division of calibration and 10 

validation sets was performed for 30 times, and the calibration 
models established for each division. The RMSE and R of 
validation set (of test set) were denoted as RMSEV and RV 
(RMSET and RT) respectively.  

For each combination of modelling parameters, the validation 15 

results (RMSEV and RV) in 30 different divisions were obtained. 
And then the average value of RMSEV and RV were further 
calculated and denoted by RMSEVAve, RV,Ave respectively. In 
this paper, RMSEVAve was chosen as the indicator for the 
optimization of model parameters. Namely, according to the 20 

minimum RMSEVAve, the optimal pre-processing mode was 
selected, and the corresponding RV,Ave was found. 

 

2.3 Combined pre-processing mode construction 

MSC and SNV are fundamental pre-processing methods in 25 

spectroscopic analysis. MSC uses the average data to regress the 
spectra. Suppose we have N samples and P wavelengths, and 
denote the j-th spectrum as Aj, we could, based on the averaging 
spectrum, have the MSC-corrected spectrum as  

M

1

1 N

j j i j
i

A m A b
N =

= +∑ , j=1, 2… N, 30 

where the mj and bj are obtained by least square regression. This 
corrected M

jA  is expected to eliminate the diffuse reflection 
scattering effects. 

Unlike MSC, SNV uses the central spectral data to remove 
slope variation. Each spectrum is corrected individually by 35 

centring the spectral values, and then the centred spectrum is 
scaled by the standard deviation calculated from individual 
spectral values. We could have the SNV formula as follows, 

,S
,

2
,

1

( )

1

i j j
i j P

i j j
i

A A
A

A A

P









  i=1, 2…P, j=1, 2…N, 

where Ai,j and jA  represents the i-th value and the central value 40 

of the j-th spectrum, respectively. 
SGS includes the raw smoothing and derivative smoothing, the 

pre-processed data are uniquely determined by order of 
derivatives (OD), degree of polynomial (DP) and number of 
smoothing points (NSP).31 It is difficult to get prospective 45 

smoothing effects when the interval between spectral points is too 
small and NSP set as small values. Hence, in this paper, the 
parameters of SGS were set tuning in a certain range, where 
OD={1, 2, 3, 4}, DP={2, 3, 4, 5}, NSP={5, 7… 75 (odd numbers 
only)}. The corresponding groups of SGS smoothing coefficients 50 

were computed.30 The appropriate smoothing parameters can be 
selected according to specific analytical objects. 

In this paper, we compared the separate and combined use of 

these pre-processing methods and selected the best pre-
processing mode. Before developing the human blood HGB 55 

calibration models, the spectra data were pretreated by MSC, 
SNV, SGS, combination of MSC and SGS (MSC-SGS), 
combination of SNV and SGS (SNV-SGS), in which SGS 
performed smoothing and derivatives with parameter tuning. The 
performance of these pre-processing modes was evaluated in 60 

combination of LSSVR modelling, aiming to find out the 
minimum value of the RMSE’s and R’s. 

 

2.4 LSSVM algorithm and the grid-search design 

In the process of LSSVR methodology,27,38-39 the predictive value 65 

c’ jv of the j-th validation sample is expressed in the following 
manner, 

V C

1
' ( , )

n

jv i j
i

c K A Aα
=

=∑  and 
1

C T C 1( )
2i i iA Aα
γ

−
 

= + 
 

, 

where α i is the Lagrange multiplier which depends on the 
regularization parameter γ,18 K(xj, xi) is the kernel function, V

jA  70 

is the FT-MIR spectrum of the j-th sample in the validation set, 
and CA  is a linear combination of all the calibration spectra (the 
FT-MIR spectra with n wavenumbers), weighted by the 
concentration values. 

The effect of LSSVR depends on the selection of the kernel 75 

and corresponding parameters. The Gaussian radial basis function 
(RBF) kernel has moderate robustness and stability to enable 
nonlinear modelling for the acquired FT-MIR spectral data,18-19,26-

27 and it is expressed as follows, 
V C 2

V C
2

( )
( , ) exp

2
j i

j i

A A
K A A

σ
 −

= −  
 

, 80 

where σ2 represents the kernel width and is used to tune the 
degree of generalization. When we select RBF as kernel, the 
performance of LSSVR primarily depends on the selection of 
parameters γ and σ2, where γ determines the trade-off between the 
training error (which can be thought of as the model accuracy in 85 

calibration dataset) and the model robustness. 
To optimize these two parameters, a multiscale grid-search is 

performed to enable the development of suitable calibration 
models. We designed tuning the parameters γ and σ respectively 
changed in a certain variable range, consecutively, or with a 90 

reasonable step. A grid-search of these two parameters is 
particularly necessary for a smooth subarea to obtain a low 
predictive error.  

 

3. Results and discussion 95 

The FT-MIR spectra of 181 human blood samples were showed 
in the full-scanning spectral range of 600-4000 cm-1 (see Fig. 1). 
There are severe affects from the spectral responses of water 
molecular at the absorption peaks of about 690 cm-1, 1650 cm-1 
and 3280 cm-1 respectively. The fingerprint region for human 100 

blood HGB was selected as 900-1600 cm-1, which does not 
contain any of the water absorption peaks, because it was seen 
from Fig. 1 that different samples had obvious discrepant 
absorbance in this fingerprint region. According to the spectral 
continuity, the full-scanning spectral data and the fingerprint data 105 

were used for modelling, respectively. 

This journal is © The Royal Society of Chemistry [year] Journal Name, [year], [vol], 00–00  |  3 
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Fig.1 FT-MIR spectra of 181 human blood samples 

 

3.1 Grid-search LSSVR models for the raw data 

Grid-search LSSVR models were established for all 30 divisions 5 

of calibration set and validation set. It is worth noting that the two 
parameters of γ and σ2 represent the regularization extension and 
the kernel width when using the RBF kernel. A grid-search for 
screening these two parameters is particularly necessary for a 
smooth subarea to obtain a low predictive error. We have γ 10 

changed from 10 to 300 with a step of 10, and σ changed 
consecutively from 1 to 20 (i.e. σ2=12, 22… 202). The grid-search 
LSSVR models were established for each division in the 
calibration-validation process. According to the minimum 
RMSEV, the optimal parameters and predictive effects were 15 

selected in the full-scanning region and the fingerprint region, 
respectively. The modelling parameters (γ and σ) of the optimal 
LSSVR models, as well as the predictive results (RMSEV and 
RV), were obtained. Table 1 listed the parameters and the 
predictive results for each of the 30 divisions. 20 

We obtained from Table 1 that γ and σ of the optimal LSSVR 
models for each division was smaller than the corresponding 
maximum values of their changing ranges, which meant the 
tuning range of (γ, σ) was appropriate. However, the predictive 
effects (RMSEV and RV) of the optimal LSSVR models had 25 

serious frustration for the different divisions, and also, the 
modelling parameters (γ and σ) were totally different. It meant 
that the separate optimization for each division cannot find the 
stable parameters, and we cannot catch the robust outperformed 
model that is stable and optimal simultaneously for all 30 30 

divisions. Under this situation, it is necessary to further calculate 
the RMSEVAve and RV,Ave for each combination of modelling 
parameters, and used as the optimizing indicator for the selection 
of a stable calibration model.  

In searching for the minimum values of RMSEVAve and RV,Ave, 35 

the optimal LSSVR modelling parameters were selected as γ=230 
and σ=12 for the full-scannnig region, and the corresponding 
RMSEVAve and RV,Ave were found as 8.63 (g/L) and 0.885, 
respectively. While for the fingerprint region, the optimal LSSVR 
modelling parameters were selected as γ=120 and σ=9 and the 40 

corresponding RMSEVAve and RV,Ave were found as 8.14 (g/L) 
and 0.896, respectively. These predictive effects for HGB of 
human blood was obviously acceptable in comparison with the 
results by using NIR spectrometry.11 
 45 

Table 1 The predictive results and the modelling parameters for each of 
the 30 divisions, corresponding to the optimal grid-search LSSVR models 
in the full-scanning range and the fingerprint region 

Division 
 Full-scanning region  Fingerprint region 
 γ σ RMSEV Rv  γ σ RMSEV Rv 

1  250 7 8.98  0.849   170 8 8.92  0.856  

2  50 8 9.14  0.841   90 11 9.08  0.865  

3  80 10 9.69  0.810   180 11 9.62  0.827  

4  130 13 8.42  0.906   170 11 7.69  0.927  

5  190 8 8.59  0.883   130 11 8.53  0.882  

6  180 16 9.70  0.783   120 9 9.63  0.786  

7  50 10 8.23  0.886   130 7 8.63  0.893  

8  190 10 8.87  0.845   220 8 8.80  0.830  

9  220 11 8.47  0.912   160 10 8.50  0.897  

10  140 10 9.15  0.871   240 13 9.09  0.844  

11  180 8 9.89  0.760   180 8 9.82  0.782  

12  240 6 9.94  0.781   230 12 9.87  0.764  

13  290 12 9.68  0.798   80 8 9.61  0.812  

14  140 7 8.64  0.894   190 8 8.44  0.896  

15  140 14 8.94  0.829   190 6 8.87  0.845  

16  250 10 9.02  0.864   140 10 8.96  0.860  

17  90 10 8.78  0.856   60 7 8.71  0.903  

18  170 9 8.40  0.874   240 8 8.58  0.873  

19  220 11 8.61  0.902   270 10 8.09  0.898  

20  60 10 9.65  0.825   190 10 9.58  0.800  

21  220 7 9.84  0.768   250 12 9.77  0.771  

22  290 11 8.65  0.886   220 14 8.59  0.901  

23  140 11 7.99  0.909   140 10 8.55  0.887  

24  230 8 8.56  0.889   230 8 8.41  0.876  

25  170 9 8.55  0.880   90 14 8.49  0.885  

26  120 6 9.35  0.785   250 6 9.28  0.784  

27  80 12 8.69  0.899   120 10 8.32  0.896  

28  60 10 9.99  0.773   250 7 9.92  0.777  

29  130 9 9.37  0.796   180 9 9.30  0.797  

30  130 13 8.57  0.877   290 16 8.51  0.878  

 

3.2 Optimization of combined pre-processing mode with grid-50 

search LSSVR model 

We applied respectively the MSC, SNV, SGS, MSC-SGS and 
SNV-SGS pre-processing modes to the raw spectral data, and re-
establish the grid-search LSSVR models. MSC and SNV are two 
fundamental methods; they processed the spectral data obeying 55 

their own algorithms. The SGS pre-processing method had 3 
parameters for tuning; we set OD changed as 1, 2, 3, 4, DP 
changed as 2, 3, 4, 5, NSP changed from 5 to 75 (odd numbers 
only). In LSSVR model optimization, we still have γ changed 
from 10 to 300 with a step of 10 and σ changed consecutively 60 

from 1 to 20. The combined optimization of pre-processing mode 
and modelling parameters were performed on the full-scanning 
range data and on the fingerprint region data, respectively. To get 
the stable pre-processed improved models, we calculated the 
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RMSEVAve and RV,Ave of all the 30 divisions for the combined 
optimization of grid-search LSSVR model with different pre-
processing mode. The optimal models were selected based on 
goal of the minimum RMSEVAve. 
 5 

Table 2. The predictive results and the corresponding parameters of the 
optimal LSSVR models for different pre-processing mode, for the full-
scanning data and the fingerprint data 

 Pre-processing SGS parameter 
(OD,DP,NSP) 

LSSVR 
(γ, σ)  RMSEVAve RV,Ave 

Full-
scanning 

region 

— — (230, 12) 8.63 0.885 

MSC — (220, 8) 8.32 0.899 

SNV — (130, 14) 8.21 0.912 

SGS (0, 2, 49) (150, 9) 8.17 0.924 

MSC-SGS (1, 4, 47) (130, 13) 7.83 0.927 

SNV-SGS (2, 4, 35) (210, 11) 7.68 0.931 

Fingerprint 
region 

— — (120, 9) 8.14 0.896 

MSC — (260, 10) 8.05 0.918 

SNV — (120, 12) 7.88 0.922 

SGS (1, 2, 31) (190, 16) 7.61 0.932 

MSC-SGS (2, 5, 55) (170, 14) 7.33 0.937 

SNV-SGS (1, 3, 45) (110, 12) 6.98 0.941 

 
We observed the prospective modelling results (see Table 2). 10 

It could be seen from Table 2 that, for one thing, the modelling 
performance was quite improved by pre-processing for both the 
full-scanning data and the fingerprint data. The combined pre-
processing modes lead to better pre-processed effects than the 
simple separate modes, and the optimized pre-processing mode 15 

was SNV-SGS. For another, the predictive results on the 
fingerprint region were obviously better than on the full-scanning 
region. 

The best model was established on the fingerprint region, the 
optimized LSSVR parameters (γ, σ) were (110, 12), matched the 20 

SNV-SGS pre-processing mode with the SGS parameters of 1st-
OD, 3rd-DP and 45-NSP. The corresponding output RMSEVAve 
and RV,Ave were 6.98 (g/L) and 0.941, respectively. It revealed 
that the pre-processed LSSVR model predictive effect 
remarkably outperformed the ones obtained by raw LSSVR 25 

modelling. Hereafter we denote this optimal model as SNV-SGS-
LSSVR model. 

Further, we investigated the running procedure of SGS and 
studied the optimization of its own parameters. As OD and NSP 
are the core parameters in SGS algorithm, we sketched the 30 

optimal RMSEVAve curve of the LSSVR model with SNV-SGS 
pre-processing. Fig. 2 showed each optimal RMSEVAve 
corresponds to each value of NSP for each OD. As for 
comparison, the minimum value of RMSEVAve of the non-pre-
processed LSSVR modelling was also drawn (as a straight line) 35 

in Fig. 2. It was indicated in Fig. 2 that the predictive effect in 
0th and 1st order derivative could be better than the raw LSSVR 
model if a certain NSP selected. Much improved predictive 
results can be achieved in 1st order derivative, using 15 
smoothing points or more. Some acceptable predictive results can 40 

be obtained by using a larger number of smoothing points when 
using 2nd, 3rd, 4th order derivative. The best SGS pre-processing 
parameters were 1st-OD, 45-NSP, and the corresponding DP was 
3rd. We successively provided the sketch of the smoothed spectra 
by SNV-SGS, using the best optimal SGS parameters (see Fig. 3). 45 

 

 
Fig.2 RMSEVAve values corresponding to for each NSP and OD of SG 

smoother 

 50 

 
Fig.3 The pre-processed spectra in the fingerprint region by combination 

of SNV and SGS (1st derivative) 

 
Moreover, we investigated how the LSSVR parameters (γ and 55 

σ) influence the predictive effect based on the optimal pre-
processing mode (SNV-SGS). For the fingerprint data, the 
RMSEVAve corresponding to each γ and each σ for the optimal 
SNV-SGS-LSSVR model can be also seen in Fig. 4 (sub-figure 
(a) for γ and sub-figure (b) for σ). Obviously, the RMSEVAve had 60 

a slowly minimum value when γ was around 110, but a relatively 
sharp trough at the point of σ valuing 12. 

Furthermore, to verify the reliability of the nonlinear LSSVR 
modelling results, we have the optimal stable SNV-SG-LSSVR 
model compared with the linear models established by the most 65 

commonly-used PLS method. Similarly, PLS models were 
established for all 30 divisions of calibration set and validation 
set by tuning of the number of latent valuables. The optimal 
combined pre-processing mode (SNV-SGS) was also applied to 
the modelling process. The values of RMSEVAve and RV,Ave were 70 

calculated for each latent valuable. According to the minimum 
RMSEVAve, the optimal stable PLS model were selected with 5 
latent valuables, and the corresponding RMSEVAve and RV,Ave 
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were found as 7.94 (g/L) and 0.907, respectively. Obviously, the 
nonlinear LSSVR modelling, with the optimal pre-processing 
mode (SNV-SG), reached a slightly better predictive effect than 
the linear PLS using the full-scanning data, and output an 
obviously improved result when using the fingerprint data. We 5 

concluded that the combined optimization of LSSVR modelling 
and SNV-SGS pre-processing mode can improve the predictive 
ability of FT-MIR spectrometry.  
 

 10 

Fig.4 sub-figure (a) 

 
Fig.4 sub-figure (b) 

Fig.4 RMSEVAve corresponding to the optimized LSSVR models (sub-
figure (a) distributes the minimum of RMSEVAve for each γ, and sub-15 

figure (b) distributes the minimum of RMSEVAve each value of σ) 

 

3.3 Evaluation for the optimized SNV-SG-LSSVR model 

The 46 test human blood samples, excluded in the calibration-
validation process, were used to evaluate the optimized SNV-SG-20 

LSSVR model. The HGB values of test samples were predicted 
by using the optimizationally designated pre-processing mode 
with the satisfactory parameters of SGS and LSSVR algorithms. 

The FT-MIR predicted values of HGB for 46 test samples were 
obtained close to the measured chemical values, with the RMSEP 25 

and RP were 0.792 (g/L) and 0.908. The results demonstrated a 
root mean square error no more than 6% of the mean chemical 
value and a correlation coefficient higher than 0.9. This 
prediction effect was much satisfactory for the randomly selected 
test samples, as the optimization of SNV-SG-LSSVR model was 30 

a combined tuning of LSSVR modelling parameters and the 
optimal pre-processing parameters. The correlation relationship 

between the FT-MIR predicted values and the measured chemical 
values was showed in Fig 5. 

 35 

Fig.5 The correlation relationship between the FT-MIR predicted values 
and the measured chemical values for the test samples 

 

4 Conclusions 
In this paper, enhanced chemometric methods were applied to 40 

the FT-MIR spectroscopic quantitative determination of HGB in 
human blood. We constructed the framework for optimizing the 
separate and combined use of the spectral pre-processing methods 
of MSC, SNV and SGS, in which the SGS parameters were 
discussed tunable in a certain designated range. The 45 

performances of different pre-processing modes were evaluated 
in combination of LSSVR modelling, and the gird-search 
technique was proposed to use for the LSSVR parameter 
optimization. These analytical methods were executed on the FT-
MIR fingerprint region of human blood HGB, with comparison to 50 

the full-scanning region. 
To avoid serious modelling frustration, we have the division of 

calibration and validation sets performed 30 times, and presented 
the modelling results using the averaging value of the 30 
divisions. The model establishing results showed that the models 55 

on fingerprint data are obviously better than those on the full-
scanning range. The best pre-processing mode was SNV-SGS, 
with the SGS parameters of 1st-OD, 3rd-DP and 45-NSP. The 
combined optimized LSSVR parameters (γ, σ) were selected as 
(110, 12) in the calibration-validation process. This selected 60 

model provided the predictive RMSEVAve of 6.98 (g/L) and RV 
of 0.941. The predictive effect was obviously better than that 
obtained by LSSVR models without pre-processing, and in 
comparison, was also better than that of PLS modelling. It was 
theoretically verified the feasibility of SNV-SG-LSSVR 65 

methodology performing on the FT-MIR analysis of HGB 
concentration of human blood samples. 

The optimized SNV-SG-LSSVR model was further evaluated 
by the randomly selected 46 test samples excluded in the 
calibration-validation process. The evaluation model was also 70 

established on the FT-MIR fingerprint region. The predicted 
values of HGB were obtained close to the measured chemical 
values, with the RMSET and RT were 0.792 (g/L) and 0.908 
respectively. The results demonstrated a root mean square error 
no more than 6% of the mean chemical value and a correlation 75 
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coefficient higher than 0.9. The results showed that the combined 
optimization of LSSVR modelling with the best pre-processing 
mode obviously improved the predictive ability of FT-MIR 
spectroscopic analysis of HGB in human blood. 
 5 
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