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Probably no other field of statistical physics at the borderline of soft matter and biological phys-
ics has caused such a flurry of papers as polymer translocation since the 1994 landmark paper by
Bezrukov, Vodyanoy, and Parsegian and the study of Kasaniowicz in 1996. Experiments, simula-
tions, and theoretical approaches are still contributing novel insights to date, while no universal
consensus on the statistical understanding of polymer translocation has been reached. We here
collect the published results, in particular, the famous-infamous debate on the scaling exponents
governing the translocation process. We put these results into perspective and discuss where the field
is going. In particular, we argue that the phenomenon of polymer translocation is non-universal and
highly sensitive to the exact specifications of the models and experiments used towards its analysis.

I. INTRODUCTION

The basic idea is simple. Suppose you put up your
tent at the camp site and discover that there is a hole in
the roof of the tent, while dark rain clouds are building
up in the sky. As a quick fix you stuff a crumpled-up
plastic bag or the cork of the just-opened wine bottle in
the hole. Obviously, depending on how good the plug fits
the hole, more or less rain will seep through. Two decades
ago, this simple principle was demonstrated to apply to
molecular systems, as well. Take a membrane consisting
of a bilayer of lipid molecules that contains a hole in the
form of an embedded protein channel—biological cells
in fact naturally contain thousands of them. Apply a
voltage difference across the membrane. You will then
measure a certain current going through the channel. If
you now clog up this molecular channel with a polymer,
for instance, a single-stranded DNA or an RNA chain,
the ions in the solution cannot be driven through the
channel that easily any more and the electrical current
will drop considerably. Once the clogging chain slips out
of the pore again, the ions can pass easily and the current
jumps up to its previous value. It turns out that such
a system is indeed sufficiently sensitive to the type of
monomer of the clogging chain, i.e., its nucleotides, that
the scientists involved in this project immediately started
thinking about how they could use this effect to decipher
the sequence of nucleotides, the genetic code written on
the chain. This is the story of the physics of the passage
of polymer chains across a small channel in a membrane,
the so-called translocation process .
On a larger scale, the principle had been around for

some time. The Coulter counter originally developed by
Wallace Coulter in the 1940ies and eventually patented in
1953 [1] and its improved versions is based on the measur-
able change of the impedance proportional to the size of
an object that is passing an orifice and displaces (part of)
the electrolyte carrying the current through the orifice in
an electrical field. The Coulter counter is typically used
to count blood cells in a sample but was also shown to

allow the counting of submicron particles such as viruses
[2]. A breakthrough came with the study of Bezrukov,
Vodyanoy, and Parsegian in 1994 which showed that
one can count poly(ethylene oxide) molecules from the
ionic current time trace through an alamethicin channel
[3]. Shortly after this discovery, in 1996 Kasianowicz,
Brandin, Branton, and Deamer demonstrated that the
ionic current through an α-hemolysin channel suspended
in a lipid bilayer depends on the nucleotide sequence of
an RNA chain threading through the channel [4]. The
technological potential of these initial results prompted
a long string of publications, making the field of polymer
translocation one of the most active in soft matter and
biological physics research.

Apart from the idea of the sequencing, we note that
nanopores are used to measure concentrations and types
of small analytes [5, 6], to determine the distribution of
masses (“mass spectrum”) of a mixture of polymers [7],
to identify stereoisoforms of a common drug [8], to sort
proteins [9, 10], and to detect microRNA molecules [11].
Still, the major driving force behind the interest in poly-
mer translocation remains its possible use as an efficient
and cheap sequencing method [12–14]. Due to the rela-
tion of the sequence of a nucleotide chain and the local
friction on the translocating chain due to interactions
with the pore, this technology is at times also referred to
as nanopore force spectroscopy.

The majority of previous review articles on poly-
mer translocation focus on the experimental context
[11, 12, 15–22]. The reviews oriented towards theoretical
and simulation approaches concentrate on computer sim-
ulations of the ionic current blockade phenomenon [23],
or mainly summarise the scaling behaviour of the trans-
locating polymer [24, 25]. The recent book by Muthuku-
mar provides a broad introduction to the topic and out-
lines the quasi-equilibrium approach to polymer translo-
cation [26]. Our goal here is to address the development
of the scaling approach, large scale simulations, as well
as directions of translocation research involving differ-
ent translocation techniques, the influence of the chain
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sequence, the rigidity of the chain, and complex interac-
tions with the pore.
We first briefly address in section II the technological

questions of the current measurement to detect the pres-
ence of a (partial) blockage of a nanopore across a mem-
brane when a different voltage is applied to either side of
the membrane. We then summarise the typical kinds of
pores used in experiments in section III. Section IV then
reviews the various results obtained for the free translo-
cation in absence of a driving force, followed by the forced
translocation process in section V. Some specifics about
polyelectrolyte translocation are collected in section VI.
Section VII considers the effects of interactions between
the translocating chain and the pore. The entropic driv-
ing or resistance against chain passage through the pore
due to confinement are addressed in section VIII. Finally,
section IX collects some results on the translocation in
the presence of binding proteins, that partially rectify
the motion of the chain through the pore. We present
a short summary and outlook in section X. Readers not
interested in technical details of polymer translocation
may skip sections II and III without loss of context in
the subsequent sections.

II. PICOAMPERE CURRENT VARIATIONS

As mentioned above, the information on the polymer
translocation process stems from ionic current variations
across a channel. While in the original setups of the
Coulter counter the channel was embedded in a glass
pane and the width of the channel (pore) was in the range
of micrometres, modern translocation experiments use
biological or artificial channels embedded in supported
lipid or engineered solid state membranes. The channels
widths are of the order of a few nanometres. The mem-
brane separate two chambers containing a low-molecular
electrolyte solution with high ionic strength. Typical ex-
periments use of the order of 1 M potassium chloride.
Due to the specific physical properties of such transloca-
tion systems, the electric current can be measured at high
bandwidth at picoampère resolution and at frequencies of
around 102 Hertz.
An external electric field is applied to the system across

the membrane, with a voltage of typically around 102

millivolts. The current flowing through the channel is
remarkably stable at levels of 100 picoampère, with fluc-
tuations in the range of 5 picoampère. In the presence
of the polymer chain in the channel, the channel is al-
most fully blocked by the chain and the current drops
down to some 10 picoampère. As demonstrated in a typ-
ical current-time trace in Fig. 1, the detection of single
translocation events is significant in such setups. The
precise signatures of the ionic current traces provide im-
plicit information about the length and sequence of the
translocating polymers. The phenomenon of ionic cur-
rent blockade is quite complex, involving the geometric
properties of the pore as well as electrostatic and hydro-

Figure 1: Current trace showing distinct drops from the
free-pore value of about 102 picoampère to around 10 pi-
coampère due to partial blockade of the α-hemolysin pore for
low-molecular electrolytes by a translocating single-stranded
DNA chain. Three distinct translocation events are shown,
each with a duration of few milliseconds. Reprinted with per-
mission from Ref. [30].

dynamic interactions. It thus depends on many paramet-
ers, which need to be meticulously calibrated, as reviewed
by Aksimentiev [23].
DNA and RNA are highly negatively charged, and

the electrical field gradients in the vicinity of the chan-
nel pore assist the chain in threading into the pore and
passing from the cis to the trans side of the membrane.
If the electrical field is applied during the entire pro-
cess, the translocation is thus driven, that is, the chain
forced through the channel. Based on the information
provided by the current trace, experimentalists can also
completely switch off the electric field once the chain is
just threaded into the pore to measure unforced translo-
cation. Of course, in the latter case the chain may also
retract from the pore to its original (cis) side.
A polymer molecule approaches the pore in differ-

ent configurations for every translocation event. In or-
der to average the passage properties over configura-
tions Gershow and Golovchenko proposed to recapture
the same molecule in a solid state nanopore by changing
the voltage polarity before the molecule diffuses too far
astray and repeating this procedure a few times [27]. This
method also proves that the electronic signal comes from
a passage of a single translocating molecule. In Ref. [28]
the recapture process of linear and double-stranded λ
DNA through a large, 20 nm wide pore in an SiN mem-
brane was scrutinised. Up to 1000 re-translocations were
observed. This allowed to plot a current blockade histo-
grams for each individual molecule. Since the transloca-
tion process runs off very fast DNA does not have time
to equilibrate before it shuttles back through the hole.
Thus it does not proceed in a ”head-to-tail” fashion, but
in a very folded configuration. For the particular setup
the authors observed up to 13 ds-DNA strands within
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the nanopore. In order to study a relaxed DNA long
recapture times are needed which however considerably
increases the chances of losing the molecule.
In the case when either one or two DNA strands of lin-

ear ds-DNA could pass through a pore the observations
of a current trace allowed to gather statistics of capture
locations x = L1

L1+L2
, where L1 and L2 are the lengths

of strands measured from the part of DNA which first
entered the pore [29]. The associated theoretical model
showed that purely due configurational entropy consider-
ations DNA chains are most likely to enter the pore near
their ends, i.e., almost in a ”head-to-tail” fashion.

III. PORE TYPES

To work as a precise measuring tool the translocation
process needs to be controlled and predictable. Hence
suitable nanopores are critical. Obtaining a single pore in
a thin membrane is not straightforward experimentally.
Thus in the first setups biological pores were used [4]. In
the membranes of eukaryotic and prokaryotic cells there
exist a large variety of membrane pore proteins. How-
ever only few of them are stable for hours and provide a
sufficiently large diameter to allow passage of DNA mo-
lecules. The most widely used bio-nanopore so far is the
pore-forming toxin α-hemolysin [15]. Fig. 2a) shows a
cross-section of an α-hemolysin pore embedded in a lipid
membrane. α-hemolysin is secreted by the bacterium
Staphylococcus aureus and causes cell death by binding
with the outer membrane and subsequent release of vi-
tal molecules such as ATP, as well as cell depolarisation
etc. In the narrowest part the α-hemolysin pore has a
width of 1.4 nm. Application of a voltage of 100 mV
across the membrane produces a current of about 100
pA [17, 18]. When single-stranded DNA occupies the
pore the current depends on the nucleotide content. Usu-
ally the translocation proceeds rather quickly. A single-
stranded DNA chain of 100 Cytosine bases (nucleotides)
will pass in about 0.1 msec, corresponding to about 1
μsec per base [33] (compare Fig. 1). In other exper-
iments velocities of 10−1 . . . 103 nucleotides per second
were obtained (see Fig. 1 in Ref. [34]). Experiments with
α-hemolysin revealed remarkable results. For instance,
poly-Adenine RNA molecules moved an order of mag-
nitude slower through the pore than poly-Cytosine or
poly-Uracil, due to the secondary structure assumed by
the former. This structure needs to be unravelled be-
fore the chain can thread through the pore [35] (see also
the recent 2D simulation on the influence of coil-helix
transition on the translocation [36]). Another interesting
feature is that the translocation speed depends on the
orientation of the single-stranded DNA molecule. DNA
which enters the pore with its 3’ end passes two times
slower than those which enter with their 5’ end first [37].
The channel made up of an α-hemolysin molecule is too
long to show current variations due to particular nucle-
otides of a translocation DNA. An alternative came with

the use of MspA porin [32]. This channel protein from the
bacterium Mycobacterium smegmatis is shown in an all
atom resolution top view and cross section in Fig. 2b).
Unlike α-hemolysin, MspA has a rather short effective
length of about 0.5 nm for the narrow pore part. MspA
needs to be modified to prevent gating, i.e., the change of
the channel structure due to ionic current variation. As
a result it can significantly distinguish trinucleotide sets
(AAA, CCC etc.) [38]. Another practically important
example for bio-pores is the phi29 viral packaging mo-
tor, which was used to transporting dsDNAs [39]. More
details on pore types can be found in Ref. [15].

The advantages of biological nanopores include the
atomic precision of their assembled structure and the
opportunity to tune them through genetic modification
[22]. Conversely, biological pores rarely exceed 2 nm in
diameter, which is wide enough only for single-stranded
DNA or RNA as well as unfolded protein chains. An-
other disadvantage is that these bio-pores can lose sta-
bility when pH, temperature, and other parameters are
varied. In order to solve these issues, a major goal was
the engineering of synthetic pores.

Solid state nanopores represent a technological altern-
ative to bio-pores [17]. They are significantly more res-
istant and durable, their width can be fine-tuned with
subnanometer precision [34, 40], and they have improved
mechanical, chemical, and thermal characteristics [16].
Solid state nanopores can also be integrated with elec-
tronic [41] and optical readout techniques [42]. The first
demonstration of the viability of solid state nanopore ap-
proach was achieved by Golovchenko et al. [43]. They
used an ion-beam sculpting technique to produce nano-
pores with well-defined sizes in SiN membranes. By tun-
ing of the ion rate and temperature both increase and
shrinkage of the pore diameter can be achieved.

Dekker and co-workers chose a different approach [40].
They also started with silicon-based membranes (Si, SiN,
and SiO2). Then a combination of electron beam litho-
graphy with etching techniques was used. The holes ob-
tained in this fashion were about 20 nm wide and the dia-
meter could be decreased to below 10 nm if necessary, see
the examples shown in Fig. 2c). The nanopore size was
modified by application of high-intensity wide-field illu-
mination using transmission electron microscopy (TEM).
In that course, large pores were demonstrated to grow in
size, while small pores shrank. An alternative way is to
drill through a membrane by a locally focused electron
beam in a TEM setup [44–46]. Ångstrom-level thickness
of the membrane was achieved by atomic-layer deposition
of Al2O3 [47]. In the process of membrane piercing by
a focused electronic beam a part of the insulating Al2O3

were shown to turn into conducting Al. At the same time
different nanocrystalline domains were formed in a dose-
dependent way [48]. Control over the charge density in
the area of the nanopore helps reducing DNA translo-
cation velocities as well as the magnitude of 1/f noise
[49]. However, the fabrication of these ultrathin mem-
branes come along with ionic current leakages through
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Figure 2: Pore types used in polymer translocation. (a) Translocation setup using the α-hemolysin pore of Staphylococcus

aureus (Image courtesy A. Aksimentiev, University of Illinois at Urbana-Champaign), see details in Refs. [23, 31]. (b) MspA
porin from Mycobacterium smegmatis [32] (Image copyright PNAS). (c) Solid state nanopore and the potential to produce
different shapes and arrangements (Image courtesy C. Dekker, Delft University of Technology), (d) DNA origami nanopore.
Scale bars on the TEM images on the right are 20 nm (Image courtesy H. Dietz, Technical University of Munich). Note that
the protein pores shown here only allow the passage of single-stranded DNA, while artificial pores such as those shown in panels
(c) and (d) are almost exclusively used for the passage of double-stranded DNA. For more details, see Ref. [15].

the pinholes [16].

One solution of the aforementioned problems is the use
of graphene sheets as membranes, as generally these have
suitable electrical and mechanical properties. In 2010 the
groups of Golovchenko [50], Drndic [51], and Dekker [52]
succeeded in performing double-stranded DNA translo-
cation through a pore in graphene. Changes of the ionic
current indicated that translocation events occurred both
for folded and unfolded DNA chains. The best resolution
in Ref. [50] was achieved for an effective membrane thick-
ness of ∼ 0.6 nm, that is, for a thickness comparable to
the size of a single nucleotide of single-stranded DNA.
This means that a single nucleotide will affect the ionic
current at a given point of time. In Ref. [50] the speed
of the translocation was about 10 to 100 nucleotides per
millisecond, which is too quick for the detection of single
nucleotides. Since this is a new type of solid state pore,
many questions still remain unanswered. For instance, it
is not clear so far whether indeed single nucleotide spe-
cificity can be achieved. Another important issue is the
spelectivity of graphene pores [16].

The lack of chemical specificity of solid state nanopores
can be mended by adding modifications, which target
the differences between the analytes. Thus, hybrid nano-
pores can be synthesised, for instance, by attaching nuc-
leotide chains with a hairpin loop to the nanopore surface
[53]. In such a setup, nucleotide chains complementary
to the hairpin attach preferentially and thus translocate
quicker. Even a single mismatch in the sequence can
lead to longer pulses and smaller amounts of transloca-
tion events. In Ref. [54] for the identification of proteins
lipid-covered SiN pores were used. The introduction of
mobile ligands into the lipid layer added chemical spe-
cificity to the nanopore and slowed the translocation of
the target proteins. In another experiment α-hemolysin
was inserted into a solid-state nanopore in SiN membrane
[55] and thus combined the specificity and exact repro-
ducibility of a biological pore with good integrability of
a solid state membrane in nanodevices. This appears as
a promising step towards the realisation of wafer-scale
parallel arrays for sequencing.

There are many other alternative setups to transloca-
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tion. For example, Sean Ling and collaborators [56] sug-
gested the so-called reverse or double-force translocation
setup, where in addition to the pore-driven field there is
an opposing force at the trans end of the chain. In such
a setup the effective diffusion constant of the DNA is sig-
nificantly reduced, thereby suppressing thermal smearing
effect due to diffusion in the positional measurements of
DNA sequences.
We mention two more approaches to translocation

setups. Refs. [57, 58] showed that glass nanocapillaries
with diameters down to 27 nm can in fact detect a folding
state of a single λ-phage DNA. Another interesting tech-
nology involves the use of DNA origami structures as a
scaffold. DNA origami involves designed DNA sequences,
which self-assemble into pre-determined shapes [59, 60].
Origami structures of the kind shown in Fig. 2 were put
onto the pore [61, 62] in a manner resembling the α-
hemolysin pore [55]. Translocation of λ-phage DNA was
detected for a conical origami pore [61], which was made
of a solid-state pore and a DNA origami cone inset. In
another experiment it was found that DNA origami nano-
plates can be electrically assembled into nanopores [62].
It was shown that they can be devised to become chemic-
ally selective. A piece of ssDNA was tethered to the ori-
gami structure as a so-called “bait”. This allowed to se-
lectively catch molecules with complementary sequences
to the pore.

IV. UNFORCED TRANSLOCATION

Different scenarios for polymer translocation are
sketched in Fig. 3. In most of the review we will fo-
cus on case (a), in which the chain translocates through
a channel across a membrane. The other scenarios are
discussed further below.
Before a chain starts to translocate through a pore it

first needs to be guided towards the pore and threaded
inside. Both steps make up the so-called capture process.
The capture of a polymer depends mainly on the concen-
tration of macromolecules in the electrolyte solution, the
bias voltage, and the salt concentration. The probabil-
ity that a capture event will occur in the absence of an
external field can be estimated from the ratio of the par-
tition functions of a tethered chain, Z1(N) ∼ μNNγ1−1,
and a free chain in the bulk Z (N) ∼ μNNγb−1 [63],
where μ is the non-universal connectivity factor (for in-
stance, μ = 6 in a cubic lattice), and γ1 and γ are crit-
ical configuration exponents. The values of the latter
two exponents are γ1 ≈ 0.680 for a linear self-avoiding
chain—a good model for polymer chains at good solvent
conditions—tethered to a wall and γ ≈ 1.12 for a chain
in the bulk. The probability to find the chain tethered
to the wall, i.e., with one end sticking in the pore, then
becomes

p(N) ∼
c

N

Z1(N)

Z (N)
∼ cNγ1−γ−1 ≈ cN−1.48 (1)

under equilibrium conditions. Here c is the monomer con-
centration in the solution. For long and dilute chains this
probability thus becomes very small. Hence, an essential
role is played by hydrodynamic and electric field gradient
effects. In conjunction with the thermally activated dif-
fusion these effects lead to the successful capture of the
chain in the pore, for details see Refs. [64–66]. Consist-
ent with Eq. (1) experiments show that the capture rate
is proportional to the polymer concentration in a buffer
solution [67]. It is also dramatically influenced by the
salt concentration gradient across the pore. In experi-
ments in Ref. [67] the influence of the potassium chloride
concentration gradient on the capture rate was measured.
When the trans-ionic concentration increased the capture
rate jumped substantially. For instance, the rate was 30
times higher as measured by the ratio Ctrans/Ccis = 1.
It is a remarkable result that the effect comes from pure
osmotic flow which drags the DNA to the pore rather
than the electro-osmotic flow [68]. For more details and
references on the capture rate see Ref. [25] and also the
brief discussion in section VI.
Without maintaining a forcing gradient across the

membrane, once the first monomer is threaded into the
pore, the chain will likely retract into the bulk on the cis
side, and a new chain then needs to be recruited. How-
ever, in the study of unforced translocation the problem
is often split up into the sole consideration of the capture
and the translocation process. When focusing on the lat-
ter, a reflecting boundary condition is implemented both
in simulations and theoretical approaches. The progress
of the chain during the translocation process is measured
in terms of the co-ordinate m counting the monomers
that is currently inside the pore, see Fig. 3a). The num-
ber m is the natural reaction co-ordinate for the trans-
locating chain. In the following, N denotes the length of
the translocating chain.
The theoretical approach to unforced polymer trans-

location started with the pioneering work of Sung and
Park in 1996 [69]. They suggested to consider polymer
translocation as a quasi one-dimensional diffusion prob-
lem, where the number m is taken as the fundamental
variable in the description. Another important assump-
tion was the idea that a chain threads slowly enough to
be sufficiently close to its equilibrium during the translo-
cation process. This allows one to deduce the free energy
of the chain as the sum of the configurational entropies
of two separate polymer chains of length m and N −m
attached to a flat stiff wall. Sung and Park considered
Gaussian chains. Here, we report the more general form
suggested by Muthukumar using the exponents for self-
avoiding chains [70]

F (m) � −T (γ1−1) ln [m (N −m)]+nΔμ+const., (2)

where Δμ is the chemical potential difference across the
membrane. This free energy creates an entropic barrier
for translocation, which must be crossed during a suc-
cessful translocation event. It should be noted that in
the limit of long chains N � 1 this barrier becomes so

Page 5 of 24 Soft Matter

S
of

tM
at

te
r

A
cc

ep
te

d
M

an
us

cr
ip

t



6

Figure 3: Translocation mechanisms. (a) The prototype setup of polymer translocation through a narrow pore embedded in
a membrane. Progress of the translocation is measured in terms of the co-ordinate m of the monomer presently in the pore.
(b) Chaperone-assisted translocation, in which binding proteins effect a free energy gradient and prevent back-sliding. (c)
Chain sucker setup, in which the chain is sucked through a pore into a 1D or 2D channel by a flow inside the channel. (d)
Translocation into a long channel rooming the entire chain.

large that unforced translocation purely by thermal ac-
tivation becomes practically impossible. In the seminal
approaches by Sung and Park as well as Muthukumar,
the free energy (2) is used as an external potential to com-
bine the barrier concept with the diffusion of the chain.
In the Sung-Park-Muthukumar approach the transloca-
tion dynamics of a sufficiently long and flexible chain is
considered in terms of the continuous probability dens-
ity P (m, t) for finding m monomers translocated to the
trans side at time t. Its dynamics is captured by the
Fokker-Planck equation [71, 72]:

∂P

∂t
=

∂2P

∂m2
+ (1− γ1)

∂

∂m

(
P

1− 2m

(1−m)m

)
, (3)

where the variables were rescaled as m → mN and
t → tD/N2. The dimension of the diffusion coefficient
is 1/sec, and the rescaled time is thus dimensionless. A
reflecting boundary condition at m = 0 prevents full re-
traction of the chain from the pore back to the bulk of
the cis side in the spirit discussed above. An absorb-

ing boundary at m = N defines the first passage prob-
lem for the translocation. Since after rescaling Eq. (3)
does not depend on the chain length N , the transloca-
tion time can be described by some universal exponent
denoted by α. In particular, the mean translocation time
will then scale as τ ∼ Nα. Park and Sung assumed the
chain diffusion coefficient to be inversely proportional to
the chain length, D ∼ N−1 for the limit of the Rouse
model, and D ∼ N−0.5 in the Zimm limit. Respect-
ively, the above description yields the scaling behaviours
τ ∼ N3 and τ ∼ N2.5 for the mean translocation time
[69, 73]. In contrast, Muthukumar supposed that the dif-
fusion coefficient is that of a single monomer dominated
by local interactions with the pore, which leads to the
scaling τ ∼ N2 for unbiased translocation [70].

As pointed out by Chuang, Kantor, and Kardar, the
last argument leads to a contradiction in the following
sense [71]. The Rouse equilibration time for a free poly-
mer can be estimated as the time during which the poly-
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mer diffuses over a distance of its own size, i.e.,

τR ≈
R2

g

Dc.o.m.
≈

R2
gN

Dmon
≈

N1+2ν

Dmon
, (4)

where Dc.o.m = Dmon/N is the centre of mass diffus-
ivity and Dmon is the diffusion constant of a monomer.
Both are connected by the number N of monomers in the
chain. Moreover, the gyration radius Rg ∼ aNν defining
the average extension of the polymer chain is character-
ised by the Flory exponent ν. The latter equals ν = 0.5
for a Gaussian chain or for a real chain under so-called
θ solvent conditions (neutral solvent), while for a self-
avoiding chain at good solvent conditions it is ν = 0.588
in 3D and ν = 0.75 in 2D [74]. The argument of Chuang
et al. then assumes that the translocation across the
membrane should not be faster than the self-diffusion of
the chain over its own radius. Plugging the expression
for the gyration radius into above relation (4) for the
Rouse relaxation time, for a Gaussian chain the scaling
of the translocation time is marginally consistent with
the free diffusion time obtained from the Fokker-Planck
equation (3). However, for the case of self-avoiding chains
the translocation times would be shorter than the Rouse
relaxation time τR, meaning that the chains would have
no time to equilibrate during translocation. This finding,
in turn, violates the original assumption of a quasi-static
translocation process necessary to treat the problem in
terms of a free energy landscape.
To address this issue Chuang et al. performed Monte

Carlo simulations of spontaneous translocation using the
fluctuating bond (FB) lattice model in 2D [71]. However,
due to computational limitations these authors had to ar-
tificially constrain the dynamics such that the chain was
not able to escape from the pore before fully passing to
the trans side of the membrane during the simulations.
As they already noted, to impose such a reflecting bound-
ary condition causes a systematic error in the scaling of
the translocation time τ , an argument which pertains to
virtually all simulation studies using this type of bound-
ary condition. Despite this, Chuang et al. concluded that
their data were consistent with the simple argument of
Eq. (4) that τ ∼ N1+2ν . The problem with the artificial
reflecting boundary condition was resolved by Luo, Ala-
Nissila, and Ying [75], who suggested that the polymer
be placed inside the pore exactly halfway, such that it
sits on top of the entropic barrier. A concept similar to
this two-sided translocation was considered in Ref. [76],
in which the half-way unthreading time is considered,
i.e., the process of spontaneous escape to either the cis

or trans side. Using this setup and the FB model Luo
et al. confirmed the exponent α = 2.5 in 2D [75]. Sev-
eral other numerical studies based on different simulation
models are consistent with the 1+ 2ν scaling both in 2D
and 3D [63, 77–80]. The whole range of proposed expo-
nents α for the scaling of the mean translocation time as
function of the chain length,

τ ∼ Nα, (5)

extracted from various simulations techniques in different
studies are summarised in Table I.
The immediate important implication of the above

scaling argument is that the dynamics of polymer trans-
location as function of time is anomalous. To see this,
we follow Chuang et al. and assume the Flory scaling
Rg ∼ Nν of the radius of gyration, combined with the
Rouse equilibration τR ∼ N1+2ν [71]. The argument then
assumes that the mean squared displacement (MSD) of
the monomer coordinate m in the pore, i.e., a measure
for the progress of the translocation, evolves in power-law
form according to 〈

Δm2(t)
〉
∼ tβ, (6)

where β is a dynamic exponent. After the chain has com-
pletely translocated through the pore the MSD should
reach the value of N2 �

〈
Δm2(τ)

〉
. By help of relation

(6), this implies N2 � τβ � Nβ(1+2ν) by assuming that
the time τ is comparable to the Rouse relaxation time.
Hence, we conclude that β = 2/(1 + 2ν), which implies
that for an ideal polymer chain the passage through the
pore corresponds to normal diffusion, but for a chain in
a good solvent the translocation progress is subdiffusive
with β < 1 [71].
One of the earlier suggestions to capture the anomal-

ous nature of this anomalous diffusion was to describe the
stochastic motion of the translocating chain via the frac-
tional Fokker-Planck equation [90–92], which is a direct
generalisation of Eq. (3). It represents a mathematically
convenient way to combine the subdiffusive motion (6)
with the potential of the driving force [82, 90, 93]. For a
constant driving force the distribution of passage times
in this model scales as � t−1−β, and in absence of any
driving as � t−1−β/2 [90]. From scaling considerations
Dubbeldam et al. estimated the anomalous exponent
in this fractional Fokker-Planck equation model to be
β = 2/(2ν+2−γ1) ≈ 0.801 and reported good agreement
of this prediction with their Monte Carlo simulations.
The authors used the one-sided setup with constrained
dynamics in their simulations. However, these simula-
tions results are at variance with other numerical studies.
Anomalous dynamics in a sawtooth potential as a model
for the DNA passage was considered in Ref. [94]. The
authors discussed the scaling for the mean first passage
time and found that it scales as � N2/β = N2ν+2−γ1 .
Several other suggestions for the scaling exponents as-

sociated with unbiased translocation based on scaling ar-
guments were reported [76, 83, 84, 95–97]. It was ar-
gued in Ref. [76] that τ � N1+2νφ(b/L), where b is
the diameter of a pore and L its width, and the scaling
function φ(x) � x−0.38±0.08. Hence this approach gives
α = 2.40± 0.08 in 3D, which was also supported by 3D
lattice model Monte Carlo (MC) simulations in Ref. [76].
More recently [83], a different argument was presented.
During translocation the polymer segments move from
one side of the membrane to the other, and it was as-
sumed that the motion of one of the monomers creates
a tension, which needs a finite time for relaxation—the
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α value Model Reference

Rouse translocation

1+2ν 2D = 2.5 2D MC Chuang [71], Luo [75]

1+2ν 2D FB Panja [81]

2.4 3D MC Wolterink [76]

2.23± 0.04 3D MC Milchev [63]

1 + 2ν 2D, 3D MD Wei [78]

2ν + 2− γ1 3D MC Dubbeldam [82]

2 + ν 2D, 3D MC Panja [83, 84]

2.44± 0.03 2D MD Luo [79]

2.22± 0.06 3D MD Luo [79]

2.17± 0.06 3D LD Mondaini [80]

2.48± 0.07 2D LD Huopaniemi [77]

2.55± 0.05 2D LD Lehtola [85]

2.33± 0.05 3D LD Lehtola [85]

Zimm translocation

2.27± 0.04 3D MD Guillouzic [86]

≈ 2.3 3D MD Gauthier [87]

2.30± 0.07 3D SRD Lehtola [85]

2.24± 0.03 3D DPD Kapahnke [88]

1 + 2ν 3D theory Panja [83]

2.516 3D LD de Haan [89]

Table I: Scaling exponents α for the mean translocation time τ ∼ Nα as function of the length N of the translocating chain in
the unbiased translocation scenario. We order the results according to whether the studies refer to Rouse or Zimm conditions.
In the second column we list whether the simulations are in 2D or 3D embedding space, and which simulations method is
used. MC: Monte Carlo, FB: Fluctuating bond method, LD: Langevin dynamics, SRD: Stochastic rotation dynamics, DPD:
Dissipative particle dynamics. The References in the third column are provided as first author plus the Reference number.

Rouse equilibration time τR � N1+2ν . The relaxation

time was proposed to scale as t−
1+ν

1+2ν , which leads to

the mean squared displacement
〈
Δm2(t)

〉
� t

1+ν

1+2ν of the
translocation coordinate for times shorter than τR, and
normal diffusion for larger times, i.e.,

〈
Δm2(t)

〉
� t. For

the overall translocation (or unthreading) time this leads
to the scaling τ � N2+ν , i.e., the scaling exponent is
≈ 2.59 in 3D and 2.75 in 2D. For the Zimm regime with
its characteristic relaxation time scaling τZ ∼ N3ν an
analogous derivation leads then to the scaling τ � N1+2ν .
These predictions were corroborated by 3D lattice model
simulations based on the same model as in Ref. [76],
where different results were obtained. The validity of this
approach were discussed in a comment and the followup
reply [98, 99].

Kantor, Kardar, and coworkers noted some additional
issues with the anomalous dynamics [100–102]. They
pointed out that in the case of the fractional Fokker-
Planck approach the mean translocation time is infinite,
however, simulations obviously provide well defined av-
erages [103]. More significantly, numerics and 2D FB
simulations showed that the distribution of transloca-
tion times has an exponential decay � exp(−t/τ) rather
than the power-law behaviour predicted by the fractional
Fokker-Planck equation, compare also Ref. [105]. In ad-
dition, the probability distribution of the translocation

coordinate m was found to be Gaussian, but with the
anomalous time dependence (6) of the mean squared dis-
placement. As known now the natural description of the
translocation process is provided in terms of the general-
ised Langevin equation (GLE) with power-law memory
kernel [106, 107], or in terms of fractional Brownian mo-
tion [108, 109], whose behaviour is identical with the
overdamped limit of the GLE with power-law kernel, see
the discussion in [110–112].

Further simulation results were reported by Slater and
coworkers [87, 89, 113, 114]. These works are based
on MD simulations of translocation both with [87] and
without explicit solvent [113]. The authors find that the
scaling exponent for the translocation time strongly de-
pends on the pore width for the range of chain lengths N
they studied—in Ref. [87] the largest value was N = 31,
while in Ref. [113] N varied between 19 and 299. The
reported effective scaling exponent α varies between two
and three with increase of the pore width from 1 to 10
times the size of the monomer beads [115]. This large
range in fact covers the values of the scaling exponent
α obtained from all numerical simulations reported by
other authors. Slater and company also systematically
studied the influence of the viscosity of the surrounding
medium [89, 114] and obtained a crossover from α = 2
for vanishing viscosity, η = 0, up to the value α ≈ 2.55
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for high effective viscosities—with chain lengths up to 99
beads [89]. The latter α value is in fact relatively close to
the proposed value 2+ν from Ref. [83]. The former value
was recovered in Ref. [116] for small viscosities and relat-
ively short chain lengths—in this case it is expected that
thechains are fairly close to equilibrium and the simple
Fokker-Planck description of spontaneous translocation-
may be a good approximation.

Despite the considerable numerical and theoretical ef-
fort spent on the study of unforced polymer translocation
dynamics, there is no consensus on a unified statistical
description of this process. High-accuracy MD simula-
tions with the longest microscopic bead-spring chains to
date (N = 400 in Ref. [79]) support the form α = 1+ 2ν
for the scaling exponent, predicted by Chuang, Kantor,
and Kardar, with high accuracy, and the same result was
found by several other groups. In a recent paper, Panja
and Barkema [81] presented further simulation results
for the 2D FB model by extending the chain lengths to
N = 1000. They report a crossover from α = 1 + 2ν
to 2 + ν in accordance with their scaling arguments.
However, the FB model chains approach the continuum
limit relatively slowly—about six fluctuating bonds cor-
respond to one bead in MD for chain diffusion—and thus
the MD data in Ref. [79] may be considered more reli-
able. The extreme sensitivity of the (effective) scaling
exponents to the pore width shows that the pore fric-
tion plays an important role for the translocation dy-
namics, and similar to the forced translocation case dis-
cussed below may indicate significant finite-size effects
for the relatively short chains studied in Ref. [89] and
many other simulation studies. Conversely, one may ar-
gue that translocation simulations are not truly universal
due to the high sensitivity of the results to details of how
the simulations are set up.

V. FORCED TRANSLOCATION

Since one of the major motivations in the field of poly-
mer translocation comes from the potential use of nan-
opore translocation as a fast and cheap sequencing tool
for polynucleotides [14] the study of driven transloca-
tion is technologically the more relevant problem. Most
of the experiments considered an external electric field
as the main driving force for the translocation of poly-
mer chains. Yet there are many other possibilities, such
as chaperone binding (see section 8), confinement at the
cis-side (section 7), polymer adsorption [63], difference
in solvent conditions [88, 117] or in the size of crowding
agents [118] (for unbiased translocation in the presence
of crowders see [119, 120]), as well as different degrees of
crowding disorder [121]

In comparison to the unbiased translocation problem,
for driven translocation at least one more parameter
enters the problem, and the scaling of the mean translo-
cation time τ should be connected with both the polymer

length N and the force amplitude f , that is, we consider

τ � Nα/f δ, (7)

where we introduced the scaling exponent δ [237]. In-
tuitively, we expect the translocation to speed up in the
presence of a driving force directed to the trans side of
the pore. In the quasi-equilibrium approximation presen-
ted in the last section, the driving force enters the dif-
fusion equation (3) as an additional drift term, where
the driving velocity is proportional to the field intensity
[70, 122, 123]. Two natural limiting regimes occur [70]:
in the limit of a weak driving force the entropic barrier
plays a decisive role and we would expect the scaling of
unbiased translocation, τ � N2. In the opposite case
of a strong force, the translocation time should be fully
dominated by the driving force, and thus τ � N/f . We
note that the typical approach to forced translocation
addressed in this section assumes that the force f acts
on the translocating chain solely inside the pore.
The oversimplified quasi-equilibrium picture of forced

translocation was questioned by Kantor and Kardar
[124], who performed Monte Carlo simulations with the
2D FB model. Their line of argument goes as follows. If
there were no membrane at all, then one could assume
that the shape of the polymer stays the same and can be
described by its gyration radius Rg ∼ aNν . The force
applied to the polymer is f , which leads to the centre of
mass velocity v ∼ f/N . In order to get past this “vir-
tual” membrane, the polymer should move a distance of
the order of its gyration radius. Thus the hindrance-free
scaling is τ ∼ N1+ν/f . If the chain were driven through
a small hole in a real membrane, α cannot be smaller
than this value. Similar to the unforced case discussed
in the previous section, Kantor and Kardar concluded
that the translocation dynamics is anomalous. By now
a whole range of driven translocation studies either con-
firmed the exponent α = 1 + ν or contested it. Kantor
and Kardar themselves found numerically that α = 1.45,
which they attributed to finite chain length effects. In
other simulations it was soon discovered that there can
be a crossover for the scaling exponent depending of the
length of the chain, the force amplitude, and the vis-
cosity [77, 125, 126]. For low bias Gauthier and Slater
[127, 128] reported a value consistent with the Kantor-
Kardar estimate 1 + ν. Dubbeldam et al. [93] assumed
anomalous dynamics and applied the fractional Fokker-
Planck equation as they did for undriven case [82]. They
found τ ∼ N2/α−1f−1, where α = 2/(2ν+2−γ1). These
arguments were contested by Vocks et al. [95], who ap-
plied their memory function approach and obtained scal-

ing τ = N
1+2ν

1+ν f−1. A way to reconcile these contradic-
tions were suggested by two of us in Ref. [129]. High ac-
curacy Langevin dynamics simulations were performed
to study the scaling τ ∼ Nα. We found that two dis-
tinct limiting regimes exist, namely those correspond-
ing to slow and fast translocation. The slow transloca-
tion corresponds to small driving forces or high friction,
and results in α = 1 + ν, which is in agreement with
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α value δ value Method First author

and Ref.

Rouse translocation

1 - 3D MC Chern [132]

1 - theory Lubensky [122]

1 - experiment Meller [30]

1 1 3D BD Tian [133]

1.65 ± 0.08 - 3D MC Milchev [63]

1 + ν 1 theory, 2D MC Kantor [124]

1 + ν - theory Matsuyama [134]

1.60 - 3D MC Tsuchiya [135]

1.46 ± 0.01(short) - 2D FB Luo [125]

1.72 ± 0.06(long) - 2D FB Luo [125]

1.50 ± 0.01(short) - 2D LD Huopaniemi [77]

1.69 ± 0.04(long) - 2D LD Huopaniemi [77]

2ν + 1− γ1 1 3D MC Dubbeldam [93]

≈ 1.9 0.94 ± 0.01 2D LD, theory Huopaniemi [136]
1+2ν
1+ν

� 1.37 (3D) 1 2D,3D Panja,Vocks [95, 96]

Theory, MC

1.42 ± 0.01 - 3D MD Luo [79]

1.36 ± 0.01 - 3D LD Bhattacharya [131]

1.36 ± 0.03 - 3D LD Fyta [137]

1 + ν (slow) 1 3D LD Luo [129]

1.37 ± 0.02 (fast) 0.79 ± 0.02 3D LD Luo [129]

1 + ν 1 Theory Saito [138]

1 + ν 0.9− 1 (crossover to strong) Theory Ikonen [139]

− 0.90 − 0.95 (crossover to strong) 3D LD and BD Ikonen [139]

Zimm translocation

1.20 ± 0.01 - 3D DPD Kapahnke [88]

1.28 ± 0.01 - 3D LB Fyta [137]

1.28 ± 0.03 - 3D LB Izmitli [140]

1.27 ± 0.03 - exper Storm [141]

1.05 ± 0.02(slow) 0.994 ± 0.008 3D SRD Lehtola [142]

1.18 ± 0.02(fast) 0.940 ± 0.013 3D SRD Lehtola [142]

1 + ν 1(strong) Theory Saito, Ikonen [138, 143]

1 + ν 2− 1

ν
(inter) Theory Saito [138]

Table II: Exponents α and δ for driven translocation τ ∼ Nαf−δ

Refs. [124, 128, 130]. The opposite regime of fast trans-
location is characterised by α ≈ 1.37 (see Fig. 4) in agree-
ment with Refs. [79, 131]. The argument of Ref. [129]
was that faster translocation results in a distinctly non-
equilibrium translocation dynamics, as demonstrated by
the deviation of the radius of gyration scaling and typ-
ical snapshots of the conformations of the translocating
chain.

For the scaling dependence on the amplitude of the
driving force most authors reported results consistent
with or at least close to the inverse-force scaling τ ∼ 1/f .
However, we found numerically that a crossover from
τ ∼ 1/f to τ ∼ 1/f0.8 occurs when the driving force

is increased beyond a certain value, as shown in Fig. 5
[129]. The large variation in the values of the scaling ex-
ponents obtained from different simulations is evidenced
in Table II. This indicates that the results are sensitive to
the details of the actual simulations—such as the para-
meters defining the geometry and size of the pore, the
magnitude of the driving force, etc.—another indicator
that driven translocation may represent in a distinctly
non-equilibrium process. The key idea behind the phys-
ics in this process was provided by Sakaue and collab-
orators in a series of recent papers [138, 144–147]. The
argument is based on the observation that when a chain
starts threading through the pore the entire polymer does

Page 10 of 24Soft Matter

S
of

tM
at

te
r

A
cc

ep
te

d
M

an
us

cr
ip

t



11

Figure 4: Scaling of the translocation time τ versus chain
length N with varying trans-membrane force F and friction
coefficient ξ. Reprinted with permission from [129].

Figure 5: Scaling of the translocation velocity v with chain
length N with varying trans-membrane force F and friction
coefficient ξ. Reprinted with permission from [129].

not feel the conformational changes at once. The portion
of the chain which moves towards the pore on the cis

side grows over time as the tension propagates along the
chain, similar to a coiled garden hose being pulled from
one end. Hence, Sakaue and coworkers split the chain
into two separate parts: a moving one and another part,
which is in equilibrium. The dynamics is determined by
the motion of the boundary R(t) between these domains,
as sketched in Fig. 6. The translocation time is then cal-
culated from the relation R(t) ∼ Rg ∼ Nν . The authors
differentiate between three different regimes for various
force strengths: the trumpet regime, the stem-flower re-
gime and the strong stretching regime [146]. This treat-
ment leads to the 1 + ν value for α and a value for force
exponent δ which depends explicitly on the field strength.
We note that a similar reasoning based on the original
argument of Di Marzio, Guttman, and Hoffman [148] was

Figure 6: Illustration of the tension propagation along the
translocating chain. The translocation force f acts inside the
pore. The tension propagation front R(t) separates the part of
the polymer that is dragged towards the pore from the part
that so far is not influenced by the drag force. The latter
part of the polymer chain is equilibrated. The tension blobs
hypothesised by Sakaue are indicated [138, 144–147].

used in the context of shrinking single-stranded DNA de-
naturation bubbles [149, 150].

Rowghanian and Grosberg [151] modified the theory
by Sakaue and coworkers by assuming that the flux of
monomers is the same through any cross-section of the
trumpet with respect to a line perpendicular to the mem-
brane containing the pore. They called this the “iso-flux
trumpet” approach and indeed obtained 1 + ν for the
scaling exponent α. A result consistent with the iso-
flux trumpet assumption was also reported for sufficiently
large driving forces and/or long chains by Dubbeldam et
al. [152] in their consideration of the three regimes men-
tioned above, and different scaling expressions were found
for the different cases. However, Ikonen and collaborators
used the idea of tension propagation to develop a consist-
ent theory of driven translocation based on the combina-
tion of a Brownian dynamics equation of motion for the
reaction coordinate of the chain with the explicit dynam-
ics of the tension front propagation in the chain, resulting
in as a time-dependent memory term [139, 143, 153].

The Brownian dynamics-tension propagation (BDTP)
theory [139, 143, 153] predicts that α = 1+ ν asymptot-
ically when N → ∞ in all the three regimes, and there
is a crossover from δ ≈ 0.9 to δ = 1.0 with increasing
driving force, the latter value being the asymptotic high-
force limit [139]. Most importantly, the BDTP theory
explains the large variation in the numerically obtained
values of the scaling exponents. First, there is a large
correction-to-scaling term in the translocation time that
is linear in N , which leads to effective exponents that
are typically smaller than 1 + ν even for chain lengths
up to 105 − 106 beads as shown in Fig. 7 and Table III.
Second, the BDTP theory also explains the sensitivity
of the exponents to the various simulation parameters.
A key role in this is played by the effective pore friction
that the threading chain experiences, as it controls the
magnitude of the correction-to-scaling term [143]. Ikonen
and collaborators showed that all existing MD computer
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α (BDTP) α (MD) Dimension and parameter values

2D, kBT = 1.2, Ref. [77]

1.51 ± 0.02 1.50 ± 0.01 f = 5.0, γ = 0.7, 20 ≤ N ≤ 70

1.71 ± 0.02 1.69 ± 0.04 f = 5.0, γ = 0.7, 500 ≤ N ≤ 800

1.52 ± 0.02 1.50 ± 0.02 f = 2.4, γ = 0.7, 20 ≤ N ≤ 70

1.71 ± 0.02 1.65 ± 0.04 f = 2.4, γ = 0.7, 500 ≤ N ≤ 800

1.66 ± 0.02 1.64 ± 0.01 f = 5.0, γ = 3.0, 20 ≤ N ≤ 70

1.71 ± 0.02 1.67 ± 0.03 f = 5.0, γ = 3.0, 500 ≤ N ≤ 800

3D, kBT = 1.2, Ref. [129]

1.59 ± 0.02 1.58 ± 0.03 f = 0.5, γ = 0.7, 16 ≤ N ≤ 128

1.35 ± 0.02 1.37 ± 0.05 f = 5.0, γ = 0.7, 16 ≤ N ≤ 256

1.34 ± 0.02 1.37 ± 0.02 f = 10.0, γ = 0.7, 16 ≤ N ≤ 256

3D, kBT = 1.2, Ref. [79]

1.41 ± 0.01 1.42 ± 0.01 f = 5.0, γ = 0.7, 40 ≤ N ≤ 800

1.39 ± 0.01 1.41 ± 0.01 f = 5.0, γ = 0.7, 64 ≤ N ≤ 256

3D, kBT = 1.0, Ref. [154]

1.46 ± 0.02 1.47 ± 0.05 f = 3.0, γ = 11.7, 70 ≤ N ≤ 200

1.49 ± 0.02 1.50 ± 0.01 f = 30.0, γ = 11.7, 200 ≤ N ≤ 800

Table III: Comparison of scaling exponents α from the BDTP
model and the corresponding values from MD simulations τ ∼

Nα

simulation data for the exponent α, which was obtained
using proper initial and boundary conditions—without
the unphysical reflective boundary condition on the cis

side—can be quantitatively reproduced by the BDTP
model when pore friction and finite chain length effects
are properly taken into account. The scatter in the expo-
nent δ is partially explained by the relatively soft bonds
and low values of the Langevin friction used in typical
MD simulations, but most recent MD data seems to in-
dicate that 0.9 � δ � 0.95 even for high forces, i.e. it
does not seem to reach the asymptotic limit of unity as
predicted by the BDTP theory. This may be due to the
crowding effects of highly driven chains on the trans side,
which have not been taken into account. Finally, Ikonen
et al. have also generalised the BDTP theory to the
case of Zimm friction including hydrodynamic effects for
which the asymptotic exponent remains to be α = 1+ ν,
but the finite chain length effects are even more severe
than in the Rouse case [143].
An important yet often neglected indicator for the

translocation dynamics is the distribution of waiting
times measuring how long it takes individual monomers
to pass the pore. In Fig. 8 it is demonstrated how
the statistics of waiting times reveals the two distinct
physical translocation regimes: increasing waiting times
ascribed to the initial stage of tension propagation along
the previously relaxed chain and the final stage of de-
creasing waiting times corresponding to the retraction of
the, by now, stretched tial from the cis side [139]. Similar
analyses are reported in Refs. [155–158].
The influence of the chain rigidity on the transloca-

tion properties for the driven case was investigated by
Bhattacharya and Adhikar [155, 159]. They found that
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Figure 7: Dependence of the translocation exponent α(N0)
on polymer length N0 for different ratios of pore/solvent fric-
tion η̃p obtained from BDTP theory in [139]. Reprinted with
permission from [139]
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Figure 8: Distribution of waiting times generated for
forced translocation through a pore by Molecular Dynam-
ics (squares) and Brownian dynamics tension propagation
(circles) techniques. The distribution clearly distinguishes the
two stages of the translocation process. Reprinted with per-
mission from [139].

with increasing chain’s rigidity κb, the translocation time
grows as 〈τ(κb)〉 = 〈τ(κb = 0)〉 laN

p , where lp is the per-
sistence length of the chain and aN moderately depends
on the chain length—for N = 256 it was found that
aN � 0.32. The inequality α < 1+ ν was satisfied for all
values of rigidity studied in Ref. [159].
Long polymers can often become entangled and knot-

ted; however, the probability of knotted configurations
becomes significant only when the chain lengths are of the
order of tens of thousands of monomers, or more [160].
Apparently if a knotted polymer threads through a pore,
knots should hamper the movement or, as one might as-
sume, even completely halt it. Brownian dynamics sim-
ulations of knotted polymer translocation [161] showed
that below a certain threshold force knots add an effective

Page 12 of 24Soft Matter

S
of

tM
at

te
r

A
cc

ep
te

d
M

an
us

cr
ip

t



13

friction, without jamming the process. However, for high
pulling forces, knots become tight and the passage of a
polymer basically stops [161]. We note that knotting can
become more relevant when the chain-to-be-translocated
is confined, for instance, in virus capsids [162]. The
ejection of a knotted DNA chain from a virus would be
significantly hampered. For the effects of knots in pro-
teins, that translocate through mitochondrial pores, see
Ref. [163].
Instead of driving a polymer chain through the pore by

an external force, another possibility—potentially useful
for DNA sequencing—could be to pull the chain at one
of its ends by optical tweezers using an end-attached col-
loidal particle [164]. The polymer dynamics in the case of
a double-force arrangement was analysed in detail by Ol-
lila el al. [165]. The case when the polymer is only pulled
from one end was first analysed by Kantor and Kardar
[124]. For moderate forces they predict that α = 2, and
corroborated their prediction by MC simulations of the
2D FB model. In another work, Grosberg et al. [130]
argue that α = 2 and α = 1+ ν for elongated and coiled
polymers, and verified their prediction by MD simula-
tions of ideal chains. Huopaniemi et al. [136] carried
out a more detailed scaling analysis and obtained α = 2
both in the moderate and strong force regimes, while
α = 1+2ν in the weak force limit (as in the spontaneous
translocation case). They also performed 2D Langevin
dynamics simulations to support their predictions. The
weak force limit was subsequently contested by Panja and
Barkema [96], who claim that α = 2 + ν, in analogy to
their prediction to the spontaneous case. However, since
the physics of pulled translocation for coiled chains must
be controlled by tension front propagation similar to the
pore-driven case, memory effects of the type considered
in Ref. [96] possibly do not hold in this case.

VI. POLYELECTROLYTE TRANSLOCATION

A major portion of translocation experiments are per-
formed with an electric field as driving force. In a full
description of the translocation process, one should there-
fore take charge effects of translocating polyelectrolytes
such as DNA or RNA into account. We here provide a
brief introduction into this field. The explicit considera-
tion of charge effects affects both the capture process of
the polymer chain by the pore and the potential barrier
for the threading process. Concurrently, charge effects
offer an opportunity to tune the process by change of the
salt concentration of the ambient solution. For the trans-
location of DNA of 800 − 8000 base pairs through SiN
pores Wanunu et al. found that a 20-fold salt gradient
across the pore enhances the electric field such that the
sensitivity to DNA concentration increases by a factor of
30 and allows the detection at picomolar DNA concen-
trations [67]. In their experiment positive K+ ions went
to the cis chamber and effectively polarised the vicinity
of the pore. The field, in which DNA moves to the pore,

is not created by immobile charges but comes from the
conductivity of the salt solution. Current conservation
focuses the field lines towards the pore and leads to an
electrophoretic funnelling of the DNA into the pore [65].
The expressions for the capture rates in Refs. [65, 166]
were obtained by taking these electro-hydrodynamic ef-
fects into account. Surprisingly, the theoretical estimates
show that the electro-osmotic flow through and around
the coil is somewhat reduced but is not suppressed com-
pletely [166] as it was supposed in the earlier model [67].

For biological pores the dependence of the capture rate
on salt concentrations can be non-trivial due to addi-
tional interactions of the polymer with the pore charges
[167]. Thus, at high-pH conditions the repulsion between
the sodium poly(styrene sulfonate) and the α-hemolysin
pore resulted in a non-monotonous dependence of cap-
ture rate on salt concentration in cis-compartment [167].
As in the case of solid-state nanopores [67], and increase
of the salt gradient across the pore led to a considerable
growth of the capture rate [167]—remarkably, for a ten-
fold change csalt,trans/csalt,cis = 10 the translocation rate
was up by two orders of magnitude. The capture rate de-
pends non-trivially on the DNA length. For small lengths
it grows rather steeply with N , while it is limited by a po-
tential barrier at the pore and then becomes independent
of the molecular weight, see Fig. 4a in Ref. [166]). The
rate in the latter regime is limited by DNA diffusion time
towards the pore.

Threading of a polyelectrolyte is also significantly af-
fected by the electric potential. Under the assump-
tion that the speed of the chain passage is determined
by the balance of viscous and electrical forces, and the
Debye length is vanishingly small, Ghosal [168] computed
the translocation velocity [238]. In the case of counter-
ion condensation the results agree with experiments by
Storm et al. [169]. A weak dependence of the trans-
location speed on the polymer length found in the ex-
periment was not featured in this relatively simple the-
oretical approach. In the case of a finite Debye layer
thickness [170] the translocation time was predicted to
have a maximum at a certain salt concentration, which
agree with experimental results for DNA translocation
through solid-state nanopores of Smeets et al. [171]. The
slowing down of the polymer motion in this case was
due to the electro-osmotic flow in the direction opposite
to threading generated next to the wall. The electro-
osmotic flow was shown to play a crucial role in the
screening of DNA charge [172]: by MD simulations the
authors estimated the magnitude of the stall force for
the DNA—the force needed to stop the motion of DNA.
The DNA effective charge was found to be 25% of its bare
charge, which roughly corresponded to the Manning con-
densation assumption. However, it was also found that
the stall force depends on the electrolyte viscosity and
surface properties of the pore. Hence it was concluded
that a decrease in the driving force in the pore is caused
by hydrodynamic drag of the electro-osmotic flow rather
than pure counterion condensation. This reduction of the
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DNA charge was observed independently in experiments,
in which dextran sulfate sodium translocated through a
α-hemolysin pore in a lipid bilayer [173, 174]. These ex-
periments also revealed that for small voltages transloca-
tion was not observed due to the entropic barrier. Chains
also did not translocate when the Debye screening lengths
were smaller than the pore radius.

We also mention another experiment, which was con-
firmed by MD simulations, revealed that counter-ion size
also plays a crucial role in the translocation process [175].
There the conventionally used KCl electrolyte was com-
pared with NaCl and LiCl electrolytes. Though similar
in chemical nature the counterions Na+ and Li+ exhib-
ited a stronger binding to DNA, which resulted in smaller
effective DNA charge and significantly longer transloca-
tion times (up to 10 times for longer for 4M LiCl versus
4M KCl solutions).

Evidence of the dependence of the electroosmotic flow
on the pore diameter was revealed in optical tweezer ex-
periments [176]. The threading force was measured by
pulling λ phage dsDNA through a silicon-nitride solid
state pore of 41 nm diameter and through the same pore
coated with lipids, which decreased the diameter by 10
nm. For smaller pores the electroosmotic flow is lower,
that is, it does not strongly counteract the electrostatic
force, resulting in a larger threading force. Theoretical
calculations for this scenario were based on coupled Pois-
son, Nernst-Planck, and Stokes equations for a charged
rod-shaped particle passing through an orifice [177]. The
comparison of experimental results and the theoretical
model indicates that no-slip boundary conditions under-
estimate the value of dragging force [176]. However, hy-
drodynamic slip effects on the DNA surface with a length
of 0.5 nm reproduced the experimental results remark-
ably well.

Yet another contribution to this complex picture comes
from a difference in dielectric constants of water and
membrane, for instance, for lipid bilayer the dielectric
constant ε ≈ 2. Meller et al. [178] suggested that this
difference may be a possible cause for the rather high
energy barrier for polyelectrolyte translocation (over 10
kBT ). Later on this assumption was supported by MD
simulations [179]. On the theoretical side, first steps have
already been taken to develop a fully microscopic theory
of electrostatic correlations in cylindrical membrane nan-
opores to account for the correlation effects induced by
the surface charge, nanoconfinement of the electrolyte,
and interfacial polarisation charges associated with a low
permittivity membrane [180].

Undoubtedly charge distributions along a pore play
an important role. In Ref. [181] 3D LD simulations of
a polyelectrolyte going through a channel with differ-
ent charge distributions were performed. It was shown
that certain distributions assist in the slowing down of
the translocation process due to free-energy wells, which
trap a polymer near its end. This effect could be benefi-
cial with respect to increasing the accuracy in sequencing
experiments.

VII. PORE-POLYMER INTERACTION AND

SEQUENCE EFFECTS

Most of the theoretical and simulations studies of poly-
mer translocation are based on homopolymers. However,
essentially all biological polymers feature a heteropoly-
meric structure, which renders sequence effects import-
ant for the understanding of the actual sequencing pos-
sibilities. Sequence effects may show up for chains with
different charges of monomers, which leads to variation
in the driving force [182], different interaction strengths
between the monomers and the pore [183, 184], a mix of
single and double stranded parts of DNA [185], or due
to secondary structure of RNAs [186, 187]. The first
study of heteropolymer translocation was undertaken by
Muthukumar with a quasi-equilibrium approach [188].
He proposed a solution based on the Fokker-Planck equa-
tion corresponding to the diffusion on an interval with re-
flecting boundary condition at one end and an absorbing
boundary at the other. Kafri et al. considered trans-
location with sequence heterogeneity within a transition
rate constant approach and predicted that heterogeneity
itself can lead to anomalous dynamics [189].

Apparently the variation of the flexibility of a poly-
mer along the molecule should significantly change the
translocation patterns. Slater and de Haan [190] demon-
strated that structural information can be extracted from
the translocation process for rod-coil copolymers. The
passage speed for rod-parts was significantly higher than
for coil-parts because it was not hindered by an entropic
barrier, effected by the accessible degrees of freedom of
a flexible polymer. Hence it was suggested that a ri-
gid polymer can be “anchored” by addition of coils at
both ends, as shown in Fig. 9. In concern of the use
of nanopore force spectroscopy for single-stranded DNA
and RNA chains it is important to remember that these
molecules are prone to the formation of secondary struc-
tures such as loops and hairpins. If the pore diameter
is so small that secondary structures cannot thread in-
side, these first need to unzip and therefore overcome
additional kinetic barriers [191]: the presence of hair-
pins increases the translocation time considerably. At
the same time the formation of non-native base pairs on
the trans-side slows down backsliding of the chain and ef-
fectively eases the substantial free energy barrier, which
arises from unzipping on the cis-side [192]. Estimation
of the translocation exponent α for the length depend-
ence of the translocation time for random RNA sequences
was considered in Ref. [186]. The nature of the free en-
ergy barrier for random RNA with base-pairing patterns
is different from the homopolymer case. Although this
barrier has a logarithmic nature in both cases, for RNA
translocation at low temperatures it dominates the trans-
location, leading to anomalous dynamics. The exponent
α was found to depend on the base-pair matching energy
and the values changed from 2.45 in the high temperat-
ure limit up to 6− 14 for glassy states [186]. Subsequent
further development of this model allowed to calculate
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Figure 9: Anchoring of stiff polymer by addition of two ter-
minal coiled blocks. The translocation process starts in the
middle of the rod. t0 is an average first time for Δs segments
to translocate for increasing coils lengths: Mcoil = 1 (red),
5 (blue), 10 (green), 15 (brown), 20 (grey), 25 (orange), 30
(purple) in the absence of a driving force. Reprinted from
Ref. [190] with permission from APS.

the distribution of exit times which showed quite good
agreement with experimental data [187].
In complex cases, when the interaction of a polymer

with the pore is combined with time-dependent driving
forces complex phenomena such as resonant activation
can be found. In Ref. [193] Langevin dynamics simula-
tions showed that for the attractive pore case the trans-
location time for successful threading events might have
a minimum at a certain frequency of the driving force. If
there is no attraction, the passage time crosses over to a
fast translocation regime with a drop in the frequency.

VIII. TRANSLOCATION OUT OF OR INTO

CONFINEMENT

So far we considered the more generic case of transloca-
tion of polymer chains between two infinite semi-spaces.
In this and the following sections we focus on two more
specific topics of polymer translocation. In the following
section we address the effective driving force due to bind-
ing proteins. Here we ask the question what happens if
the chain starts in a confined space and then ejects to an
unlimited volume, or vice versa, when it has to squeeze
into a limited space. The first question is a generalisation
of the problem of ejection of viral DNA or RNA from
a bacteriophage into a bacteria cell [194]. The process
of DNA ejection is rather involved, because within the
capsid five different pressure contributions can be found
[195]: the osmotic pressure of DNA and counterions, the
direct pressure on the DNA, the hydrostatic pressure,
the pressure experienced by the capsid, and the pressure

coming from the chemical potential of the DNA ejection.
One should also add to that effects of in vivo crowding
inside the target cell: for the λ-phage in vivo and in vitro

rates of DNA ejection differ by about two to three orders
of magnitude [196].

The observation of these effects on viral ejection
provided the motivation to start from a simpler prob-
lem, namely that of a purely entropy-based transloca-
tion from confined spaces. The presence of confine-
ment then acts as a major driving force for transloca-
tion. In Ref. [197] the authors considered translocation
out of planar confinement in 3D and out of the con-
finement between two strings of atoms in 2D and used
both scaling arguments and Langevin dynamics simu-
lations. They found that the scaling of the transloca-
tion time with the dimension R of the confinement in
3D was τ ∼ Nβ+ν2DR1+(1−ν2D)/ν ∼ R1.34 from scaling
arguments based on the blob picture [198] compared to
τ ∼ N1.43±0.10 in the simulations, where β is the scaling
exponent for the mean velocity v ∼ Nβ. In 2D the ex-
ponents were τ ∼ Nβ+1R1 from scaling arguments and
τ ∼ R1.04±0.01 from simulations. The results were dif-
ferent from previous attempts to solve the problem by
Cacciuto and Luijten [199] and Panja et al. [84], where
the dependencies were τ ∼ N1+νR1/ν and τ ∼ N2ν2D ,
correspondingly. Cacciuto and Luijten assumed that the
during translocation the polymer moves by its gyration
radius, while they did not consider the fact that the
polymer is deformed and effectively represents a string
of blobs. More correctly it should therefore move by
the size of the string of blobs in order to translocate
[197]. Recently Luo and Shenga simulated the escape
of a ring polymer from a nanochannel [200], observing
two regimes. For long chains the translocation time was
smaller than for linear chains of identical length due to
a larger pulling force, but for shorter chains the opposite
trend was observed, due to the longer diffusion distance
before the chain starts to experience this force.

The remarkable influence of the geometric shape of the
chamber confining the polymer chain on the packaging
and ejection time of a polymer was reported in Ref. [201].
It was observed that for flexible polymers a spherical
shape leads to a quicker packaging but slower ejection
than an ellipsoid. However, for semiflexible polymers
such as DNA the spherical shape expedites both pack-
aging and ejection. The authors suggest this effect as an
explanation for the rather spherical shapes of viruses with
pressure-driven ejection, such as bacteriophage T7, phage
λ, etc. [202]. Linna et al. studied the escape of a polymer
from a spherical cavity with Langevin dynamics simula-
tions [203]. They found that the scaling τ ∼ Nα was
well fulfilled only for initial polymer densities in a capsid
which were less than 0.25. The exponents α were differ-
ent for various packaging densities ranging from α ≈ 1.22
(ρ = 0.2) to α ≈ 1.35 (small densities). Another import-
ant factor for viral ejection are topological constraints
of viral DNA. Computer simulations by Marenduzzo et
al. demonstrate that disordered entangled states of DNA
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packing effect long release times due to the constant re-
adjustments to disentangle the chain [204]. Addition of
cholesteric interactions were shown to stimulate the chain
packing in a spool fashion. The ejection time for this
case drops significantly. For the most frequently occur-
ring torus knots the unknotting proceeds by step-wise
simplification of the topology.

Another way to control the polymer ejection was pro-
posed by Evilevitch et al. [205, 206]. These authors
aimed at controlling DNA ejection in vitro from λ-phage
by the osmotic pressure of polyethylene glycol in the
outer solution. They found that ejection is completely
suppressed by a pressure of 20 atmospheres, which as
they note is not equal, but smaller than the pressure in-
side a natural capsid. Similar findings were discovered
for other bacteriophages such as T5 [207]. Very recently
the osmotic suppression technique proved an existence of
a high internal pressure of tens of atmospheres within
the eukaryotic human virus HSV-1 [208]. For HSV-1
an increase of the external osmotic pressure suppressed
the ejection, which shows that the internal pressure is
powering the ejection of the entire genome. Since eu-
karyotic and bacteriophage viruses are split by billions
of years of separate evolution this finding supports the
view that pressure-driven DNA ejection is a key mech-
anism for viral infection. It is important to stress these
results were obtained in vitro. The situation in vivo can
in fact be substantially different [209]: the osmotically
stressed cellular cytoplasm can promote DNA ejection
from the phage rather than suppress it. The enhance-
ment of ejection occurs due to the condensation of DNA
in the presence of crowding molecular agents as well as
DNA-binding proteins.

The injection into a cavity was analysed in terms of
Langevin dynamics simulations for 2D cases of circular
[210] and ellipsoidal [211] shapes of confinement. Com-
parison of these two cases shows that anisotropic con-
finement increases the translocation time, and the time
grows with increasing aspect ratio of the ellipsoid. For
the translocation time in the circular case a non-universal
dependence of τ ∼ Nα/(F − f(ϕ)) was found, where ϕ
is a volume fraction of the polymer in confinement, were
F is the driving force in the pore and f(ϕ) is an av-
erage resisting force of the whole translocation process.
The exponent α decreased with ϕ from ∼ 1.5 for weak
confinement to 1.3, and then increased again to 1.65 for
ϕ = 0.45, showing an interesting non-monotonous de-
pendence.

The problem of driving a polymer into a confined
volume (“injection”) has both technological and biolo-
gical relevance and is not a trivial one, considering the
case quantitatively. The first experiments reported by
the Bustamante group showed that bacteriophage φ29
packages 6.6 μm long dsDNA into a capsid of size 42×54
nm with the help of a portal complex molecular mo-
tor [212]. Obviously this happens against a rapidly in-
creasing electrostatic and bending energy cost as well
as decrease of conformational entropy, leading to pack-

aging forces of up to 57 pN. Theoretical modelling and
Brownian MD simulations for the packaging of viral gen-
ome were developed in parallel [213–215]. They showed
that more than a 10-fold build-up of the loading force oc-
curs roughly within the last 20-30 percent of the genome
to be injected into the capsid, which agrees qualitatively
with experiment [212]. This build up plays a crucial role
by creating the force for a subsequent ejection of viral
DNA into bacterial cells [216].
One possible source for the driving force translocating

the chain can be a flow into the compartment, that the
polymer is supposed to enter. The first approach to this
problem dates back to the scaling theories in the classics
of polymer theory [217, 218]. Later it was obtained that
a chain can be sucked into the pore if the solvent current
exceeds a certain threshold Jc ∼ kBT/η [219], where η
is the solvent viscosity. These results were subsequently
confirmed by mesoscale simulations [220], which showed
that the critical velocity flux depends linearly on tem-
perature but is independent of the polymer length. It
should be noted, however, that in Ref. [219, 220] the
time characteristics of the sucking process were not con-
sidered. This was studied in Ref. [156] for the case of a
flow into a pore channel, which is oriented perpendicular
to the wall (Fig. 3d). Here the flow affects the motion of
monomers, which are actually inside the channel. Hence
the driving force is proportional to the number of units
in the pore. The simple scaling relation τ ∼ N/F was
found for the injection time in the case of the so-called
steady state scenario, where N is the number of units
in a polymer and F is the driving force. For small dia-
meters of the channel the dependence on N and F was
shown to be non-universal. The problem of injection into
a laterally unbounded confined space (compare Fig. 3c)
was considered in Refs. [157, 158]. Unlike the case of
translocation into unbounded domains, here the trans-
location time τ depends non-universally on the driving
force F . Increase of the confinement size R first leads to
a quick drop in translocation times, which then approach
a plateau value.

IX. CHAPERONE-ASSISTED

TRANSLOCATION

Nature has come up with her very own solution to the
translocation problem. Apart from trans-membrane po-
tentials, a quite elegant way to effect a driving force for
translocation is the presence of binding proteins called
chaperones into the system [72]. This happens, for in-
stance, across the membrane of mitochondria [221]. In
the simplest case these proteins bind on the trans side,
as sketched in Fig. 3b, and prevent backsliding of the
chain when they are bound on the chain next to the
pore exit. This creates an effective force for transloca-
tion. The chaperone binding-mechanism was first pro-
posed for protein translocation in 1992 by Simon et al.
as a Brownian ratchet with partial rectification of the
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Figure 10: Driving force as a function of the number of trans-
located units m for chaperone-assisted translocation. Once
the chaperone size λ increases, distinct oscillations due to the
“parking lot effect” appears. For details see text.

chain motion through the pore [222]. They considered a
straight sequence of beads connected by harmonic strings
and assumed that if the binding site gets out of the pore it
is immediately occupied by a chaperone preventing back-
sliding of the chain. Thus the mean translocation time
drops from L2/2D for the undriven case to L2/(2MD),
where M is the number of binding sites, L is the length
of the polymer, and D is the diffusion coefficient for the
sliding motion through the pore: in this realisation of the
chaperone-driven translocation the translocation time is
reduced by a factor of M . The authors also pointed out
that normally proteins have both adsorption and desorp-
tion rates and do not bind immediately.

Subsequently, from experiments Matlack et al. found
that BiP proteins function indeed as a molecular rachet
during the translocation of secretory proteins via the
prepro-α factor in the translocation through the channel
constituted by the Sec complex [223]. Elston compared
the Brownian rachet model with experiments reported
in Ref. [223] and showed a good agreement for the frac-
tion of the remaining prepro-α factor as a function of
BiP chaperone concentrations [224]. It should be noted
that the power stroke model, which assumes that BiP
changes its conformation and propels the chain also per-
formed well in comparison with experiments [225]. The
passive chaperone mechanism also provides a reasonable
explanation [226] for the results of experiments of DNA
uptake into the cell nucleus [227]. In the experiment [227]
eggs of the African clawed frog were used to make cell-
free nuclei extracts, which contain a full set of biochem-
ical factors involved in the translocation process as well
as providing access to nuclear pores. The combination
of fluorescence microscopy and single-molecule manipu-
lation showed that fluorescent DNA molecules gather in
reconstructed nuclei and allowed to measure the rate of
uptake of λ-phage DNA. The authors showed the con-

sistency of the DNA uptake with a ratchet model.

The Brownian rachet model was studied in more de-
tail by Brownian dynamics simulations and a solution
of the corresponding Fokker-Planck equation [228]. It
was argued that the binding of the chaperones creates an
effective pulling force, which can be adjusted in a way
that leads to the decrease of the mean translocation time
from that of unbiased translocation down to the trans-
location time for ideal ratcheting. This approach was
extended and generalised in Refs. [229, 230]. An analysis
based on the partition function for the chaperone model
showed the intuitive result that the back-sliding of the
chain through the pore to the cis side is proportional to
the probability that no chaperone is bound to the chain
segment next to the pore exit. Simultaneously, a chaper-
one can bind to a site if it is unoccupied by already bound
chaperones. Including the finite size of the polymer chain
and the possible occurrence of chaperones on both sides
of the membrane, the model’s main feature is that chap-
erones occupy more than one monomer of the translo-
cating chain. If there exists a mismatch in size of the
chaperones and monomers to which they bind, then the
so-called “parking lot” effect comes about [229]. Assume
that the size of a monomer is σ and the size of a chaper-
one is λσ. Then λ monomers need to translocate through
the pore until the first chaperone can bind. Once the first
chaperone sits on the chain, the same happens with the
next λ monomers of the protruding chain. Moreover,
if the chaperones do not site side by side, a chaperone
can only bind between them if the space is large enough.
These effects create oscillations in the effective pulling
force, as shown in Fig. 10: no oscillations exist when
λ = σ, while in the case λ = 12σ the oscillation are dis-
tinct. After a few oscillations the effect weakens consid-
erably due to the possibility of multiple configurations.
The force eventually reaches a plateau, whose height de-
creases with the less efficient partial ratcheting for larger
chaperone binding sizes λ. A detailed analysis based on
evolution equations was conducted in Ref. [231] for both
discrete and continuous representations and irreversible
binding. This analysis allows to find the large deviation
function, which contains information about the velocity,
the diffusion coefficient, and the cumulants quantifying
the process.

Analytical and Monte Carlo simulations studies of AB
heteropolymer translocation for chaperone-driven trans-
location were reported by Abdolvahab et al. [232–234].
These authors found that the first two moments of the
first passage time distribution can provide information
not only about the length of a polymer but also its com-
position. Depending on the binding energy of chaper-
ones for A and B units of the translocating chain the
mean translocation time can substantially decrease with
increasing mixing probability PAB—the probability that
A and B segments occur next to each other in the polymer
sequence. After PAB reaches 0.5 the mean translocation
time reaches a plateau and does not change considerably
further. In Ref. [234] a dimensionless Péclet number was
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introduced, Pe = LV
2D , where L is the length of the co-

polymer, V is the average translocation speed, and D
is the diffusivity. It was shown that this Péclet num-
ber completely characterises the translocation dynamics.
The scaling exponent α of the translocation time as func-
tion of the chain length, τ ∼ Lα was found to decrease
from 2 for vanishing Péclet number and asymptotically
tends to unity for high Péclet number. In contrast, an
increase of the effective binding energy leads to a growth
of α from 1 to 2.
If one additionally takes into account that a chaperone

increases the viscous frictional force of the chain once it
binds, the increase in the volume fraction of the chaper-
ones and the binding energy do not always lead to smaller
translocation times, which was shown by 2D Langevin
simulations for stiff chains [235]. The initial decrease
of the mean translocation time later turned to a weak
growth. Thus, there should be an optimal concentration
and binding affinity of chaperones during the transloca-
tion. The same effects were shown to hold for flexible
chains [236].

X. SUMMARY

The field of (bio)polymer translocation started with
much fanfare, heralding that sequencing of polynuc-
leotides (DNA, RNA) or proteins were within reach. Des-
pite the fact that most papers on translocation start with
the technological vision of sequencing, this goal still has
not been achieved. However, considerable progress in
the field of translocation has been accomplished in ex-
periments, simulations, and theory. Part of this develop-
ment is witnessed in the large number of papers devoted
to the field of translocation that we compiled here.
On the experimental side, massive progress has been

attained. Thus, starting from the original α-hemolysin
pores much more complex and controllable pore types
in well characterised membranes have been engineered.
Additionally considerable knowledge has been accumu-
lated on the various effects of system parameters such as
charge effects, details of the driving force, or interactions
of the translocating chains with the pore.
Theoretically and especially by extensive simulations it

could be shown that the polymer translocation process—
even in the limit of long translocating chains—is not char-
acterised by few, universal scaling laws. Instead, certain
details may strongly influence the specific translocation
dynamics. While for the aesthetic mind of a theorist this
is dissatisfactory, for potential technological applications
this is not necessarily bad news. Indeed, the specificity
of the process may enable a higher sensitivity and bet-
ter ways of fine-tuning. In future textbooks of polymer
physics surely polymer translocation will find its place.
Concurrently, the cacophony of different scaling theor-

ies leading to a rich multitude of scaling exponents such
as α and δ for the typical translocation time τ � Nα/f δ

of a polymer containing N monomers and in the presence

of a driving force f appears to converge to some unify-
ing theories. These more recently developed approaches
provide good explanations for the diversity of power laws
obtained both in analytical theories and simulations. In
particular, it is being acknowledged that in many if not
most cases the translocation process is out of equilibrium.
Whether the quantification of translocation in terms of
the mean time τ is sufficient, or whether the knowledge
of the entire distribution of translocation times is neces-
sary, will depend on the details of the exact setup and
will be one of the topics to be studied more concretely in
the future.

Another contribution to the non-universal character of
polymer translocation comes from the specific sequence
of the chain-to-be-translocated. Thus, apart from the
very sequence itself the local persistence may change
along the chain, different local charge densities may oc-
cur, and the chain interacts specifically with ambient
charges as well as with the pore and membrane surface.
Again, it is to be expected that the resulting effects will
be interesting, and potentially made good use of in future
translocation assays.

There exists, however, an imbalance in the degree of
theoretical understanding between forced and unforced
translocation. Forced translocation is by now pretty
well understood concerning both the scaling exponents
themselves and the slow convergence to asymptotic scal-
ing. Unforced translocation, as was shown in recent work
[75, 79, 143], within error bars is consistent with a range
of theoretical models. We believe that unforced trans-
location is indeed a major remaining challenge for the-
oretical modelling of polymer translocation. Due to the
lack of a full understanding of unforced translocation,
even statements concerning a continuous crossover from
forced to unforced translocation need to be taken with a
major grain of salt.

Other remaining challenges include hydrodynamic in-
teractions: to what degree do they modify the results
obtained in simulations and theory without taking them
into consideration? What does it mean quantitatively
that in the asymptotic limit they should not influence
the scaling, is this limit reached for any reasonable simu-
lations or experiments? How realistic is the pore-centred
driving force? Could results be changed in realistic fields,
especially due to the non-equilibrium character of the
process? What about chain heterogeneities in the sense
of sequence, knots, or hairpins in long and realistic chains
with a finite persistence length? Finally, how can various
types of interactions be included more realistically, such
as intrachain interactions, counterions of various valency,
or chain-pore interactions?

Ultimately, only improvements in experiments will
help resolving all questions. While simulations as well
as theories with their concrete predictions are indispens-
able, it is not clear whether they take into account all
necessary features of the process. For experimentalists
this is a challenge, as for a proper comparison between
both worlds, chains with some 105 statistical units need
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to be studied. This is certainly hard to achieve in ex-
periments, but may be resolved with the advances in the
pore construction and the overall experimental setup of
membranes and pores.
It will be interesting to see to what extent the ori-

ginal expectations of the technological possibilities of the
translocation process will be achieved when we look back
ten years from now.
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