Soft Matter

Accepted Manuscript

This is an Accepted Manuscript, which has been through the
Royal Society of Chemistry peer review process and has been
accepted for publication.

Accepted Manuscripts are published online shortly after
acceptance, before technical editing, formatting and proof reading.
Using this free service, authors can make their results available

to the community, in citable form, before we publish the edited
article. We will replace this Accepted Manuscript with the edited
and formatted Advance Article as soon as it is available.

Soft Matter

You can find more information about Accepted Manuscripts in the
Information for Authors.

Please note that technical editing may introduce minor changes

to the text and/or graphics, which may alter content. The journal's

standard Terms & Conditions and the Ethical guidelines still

&;ﬁm apply. In no event shall the Royal Society of Chemistry be held
responsible for any errors or omissions in this Accepted Manuscript

or any consequences arising from the use of any information it

contains.

ROYAL SOCIETY
OF CHEMISTRY www.rsc.org/softmatter


http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/

Soft Matter
CREATED USING THE RSC LaTeX PCCP ARTICLE TEMPLATE - SEE www.rsc.org/electronicfiles FOR DETAILS

Page 1 of 11

ARTICLETYPE WWW. ISC.org/xxooax | XXXXXXXX

Self-assembly of kagome lattices, entangled webs and linear fibers with
vibrating patchy particles in two dimensions

Gustavo A. Chapela,*® Orlando Guzman,” José Adrian Martinez-Gonzalez,"” Pedro Diaz-Leyva,’
and Jacqueline Quintana-H¢

Received Xth XXXXXXXXXX 20XX, Accepted Xth XXXXXXXXX 20XX
First published on the web Xth XXXXXXXXXX 200X
DOI: 10.1039/b000000x

A vibrating version of patchy particles in two dimensions is introduced to study self-assembly of kagome lattices, disordered
networks of looping structures, and linear arrays. Discontinuous Molecular Dynamics simulations in the canonical ensemble are
used to characterize the molecular architectures and thermodynamic conditions that result in each of those morphologies, as well
as the time evolution of lattice formation. Several versions of the new model are tested and analysed in terms of their ability
to produce kagome lattices. Due to molecular flexibility, particles with just attractive sites adopt a polarized-like configuration
and assemble into linear arrays. Particles with additional repulsive sites are able to form kagome lattices, but at low temperature
connect as entangled webs. Abundance of hexagonal motifs, required for the kagome lattice, is promoted even for very small
repulsive sites but hindered when the attractive range is large. Differences in behavior between the new flexible model and pre-
vious ones based on rigid bodies offer opportunities to test and develop theories about the relative stability, kinetics of formation

and mechanical response of the observed morphologies.

1 Introduction

Self-assembly is a reversible process that can be controlled
by proper design of pre-existing components. ! Self-assembly
of colloidal particles is the spontaneous formation of meso
and macroscopic structures starting from individual building
blocks designed for that purpose. Being able to predict what
building block will create a designed structure is an impor-
tant premise for the development of new materials. Colloidal
materials are an important part of this endeavour, with useful
applications as catalytic supports, biomaterials, photonics and
lightweight structural components.

A kagome lattice, named by I. Syosi after a Japanese woven
bamboo-basket pattern,2 is characterized by interlaced trian-
gular and hexagonal shapes. The experimental formation of
kagome lattices from simple colloidal triblock Janus particles,
as reported by Chen ef al.,? is an important achievement. In
the laboratory, triblock colloids are built with two hydropho-
bic poles and a central hydrophilic tropical portion; the hy-
drophobic effect of the poles gives rise to an attractive interac-
tion between them. The tropical hydrophilic region is charged,
but adding salt screens electrostatic repulsions and allows the
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hydrophobic attraction to come into play. The two hydropho-
bic poles are designed to allow only two nearest neighbors
by pole; this is accomplished by poles subtending an angle of
65 degrees. The triblock colloids produce a stack of highly
porous, two dimensional kagome lattices against the bottom
of the experimental container. Obtaining such open lattices
directly from self-assembly avoids the template-assisted pro-
cedure used by Xia et al.*

Since the seminal work by Chen er al.® a large body of
experimental,>22, theoretical>>2® and computational sim-
ulation?’ 3¢ work has been developed and reviewed.37
Granick’s group has made further experimental contributions
to the field,”~ introducing new fabrication methods that con-
trol patch size and position,> as well as the number of patches
and particle elongation,®!? aimed to obtain new classes of
open lattices and clusters. They attained a variety of three-
dimensional structures in a staged manner, out of tetrahe-
dral clusters assembled from patchy particles.” In addition to
other techniques for the fabrication of patchy particles, !-1?
the work by Sacanna et al.'> about particles with magnetic
patches should be highlighted because of the ability to change
the assembled pattern upon application of an external mag-
netic field.

On the theoretical side, although Edlund et al.*! have pro-
vided a method to design isotropic interactions in order to ob-
tain a given lattice, it is important to address the anisotropic
character of the interactions of patchy particles forming open
lattices. A theoretical study of the kagome lattice formed by
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triblock Janus particles, presented by Mao et al. >* and further
developed by Mao,?* found that entropic effects account for
the mechanical and thermodynamical stability of these assem-
blies: rotational entropy explained the former, while reduc-
tion of the Helmholtz free energy due to entropy of vibrational
modes of the lattice accounted for the latter.

These experiments and theoretical models consider patchy
particles as essentially rigid bodies. Nanoscopic objects such
as proteins and other biopolymers also have hydrophilic and
hydrophobic regions and self-assemble readily, but they are
flexible. It is important to investigate the effect of flexibility
on the relative stability of different types of open lattices and
fluid phases. As a first step in this direction, the following
question may be asked: can a simple flexible model, such as
a central hard core decorated with vibrating SW sites, form
kagome lattices? To what extent is steric stabilization needed
to prevent the formation of a closed-pack lattice instead?

This far, simulation searches for lattice-forming systems
seem also dedicated exclusively to rigid particles. In 3D sim-
ulations no kagome network has been found yet, although di-
verse phases and morphologies have been reported: numerical
simulations using two-patch particles are presented by Gia-
cometti et al.;** they obtained a succession of closed-pack
crystals, planes and chains by changing the size of the patches.
Preisler e al. simulated one-patch Janus particles that form
long and metastable tubular arrays in 3D.3? The 3D simulation
of a triblock model by Romano and Sciortino produced a crys-
tal formed by stacks of planar rectangular lattices;>? they also
reported that a pure tetrastack lattice, with possible photonic
properties, was spontaneously crystallized3*. No kagome lat-
tice is obtained in these 3D simulations. Their interpretation of
this fact is that the presence of an external field is a necessary
condition to form a 2D kagome crystal in a 3D simulation. It
must be emphasized that in the actual 3D laboratory experi-
ment several layers of a 2D kagome network are formed.

Still, there are simulations of several rigid-body models that
form kagome lattices in systems with reduced dimensional-
ity: isotropic particles confined to a plane*!, the surface of a
sphere 36 or the first molecular layer next to a wall; 2 as well
as triblock Janus particles in quasi 2D, %33 where the particles
have their centers confined to a plane, but they are allowed to
rotate three-dimensionally. Of these works, only the one by
Romano et al. >3 gives a complete phase diagram for its mod-
els, consisting of two triblock patchy particles with an opening
angle of 32.9 and 58.4 degrees.

In this work, discontinuous molecular dynamics simula-
tions (DMD) in two dimensions are performed using a new
type of model, with flexible particles that are able to self-
assemble into kagome lattices (as well as other structures).
The new models use multi-site particles formed by a central
hard disk (HD) decorated with smaller, vibrating square well
(SW) or HD sites. The latter sites imitate the hydrophobic and

hydrophilic interactions in the experimental colloidal system.
The new model is introduced in a detailed way below. The
vibrating patches are similar to their rigid counterparts in the
sense that, on average, they cover a similar attractive area (or
volume, if simulated in three dimensions). The DMD simu-
lations, with the new type of model, allow us to calculate the
phase diagram, the structure of the different phases, as well as
the kinetic process by which the kagome lattice is formed.
Several different models of vibrating patchy particles in 3D
are tried in order to obtain a kagome lattice. More than 400
simulation runs are performed but none of them formed an
open network. The results of these simulations are outside the
scope of this work and will be communicated separately.

2 Interaction models

Two different models, based in the vibrating SW potential for
molecules, *>** are used in this work, depicted in Fig. 1. They
are formed by a central HD particle decorated by two or four
smaller interaction sites.

The first model with two sites (M2) is shown in the left
panel of Fig. 1. It is formed by a central HD of diameter o,
with two smaller SW disks located at a distance Lgy from the
center of the large disk. The SW potential has a depth &gy
and range Agw . In order to keep the geometry of the molecule
constant the smaller sites are trapped in two infinite-depth po-
tential wells that keep them vibrating at an average distance
Lgsw from the large disk center (and a distance 2Lgy form each
other). The maximum amplitude of the vibration is Lyw. The
detailed definition of the trapping and interaction potentials is
given in the Appendix.

For the values of the SW potentials used in this work, most
of the attractive volume is buried inside the hard central parti-
cle, leaving only a small “patch” of angular size Osy available
for assembly. This angle corresponds to an angle spanned by
the intersection of the central HD with the SW attractive po-
tential, as indicated in Fig. 1. The extreme of the attractive
potential protrudes a distance Ssy from the central HD. The
values of dsw and Oy are fixed by the distance Lgy and the
sizes of the central HD and SW sites.

The second model (M4) (right panel Fig. 1) is the same as
model M2 but with two HD sites with diameter oyp added at
a 90 degree angle from the first pair, constrained to an aver-
age distance Lyp from the central HD and also constrained to
an average distance Lgy_pp from the two smaller SW disks
(their maximum amplitude of vibration is also Ly ).

In the middle and lower parts of Fig. 1 a schematic plot of
the intramolecular (middle) and intermolecular (bottom) po-
tentials is given. The intramolecular potentials show the trap-
ping potentials among the different components of each model
and the intermolecular potentials include the SW and HD po-
tentials. For model M2 the intramolecular trapping potentials
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at Lgw and at 2Lgy are shown and for model M4 the extra
trapping well at Lgw_gp is shown also. The intermolecu-
lar potentials for the Large HD and the smaller SW patchys
for model M2 are show. In the case of model M4 the ex-
tra intermolecular potentials for the smaller HD patchys are
also shown. Intramolecular and intermolecular potentials are
treated separately in the simulation program to avoid overlaps.

Reduced units are defined with €y and o as the units of en-
ergy and distance, respectively. Reduced variables are denoted
with a star. Hence, the reduced molecular number density p*
= po? where the molecular number density p = N,,/A with
N, the number of patchy molecules and A the area of the sim-
ulation box. The reduced time is defined as t* = o/(m/€sw)
with m the mass of the patchy molecule.

Seven versions of the M2 model, given in Table 1, were
extensively tested in this work for the formation of kagome
structures. The first three versions (V1-V3) have a common
value of the SW trapping distance L3, and increasing val-
ues of the range Agy,,. The remaining versions (V4-V7) have
the same protruding distance &gy, = 0.05 and increasing range
Agy- Thus, exploring the variation of Agy, keeping first L,
constant and then for constant ¢y, are the main aim of these
series.

Table 1 Reduced parameters for seven versions of the M2 model:
*

SW range Agy,, SW trapping distance LYy, , subtended angle Ogy
and protruding distance gy, .

Ver Sw Ly Osw Sw
V1 0.3 0.45 34.3 0.1

V2 0.4 0.45 47.1 0.15
V3 0.5 0.45 59.9 0.2

V4 0.4 0.35 36.4 0.05
V5 0.6 0.25 54.3 0.05
V6 0.7 0.20 66.2 0.05
V7 0.8 0.15 82.8 0.05

The basic M4 model studied here (version V8) is similar to
version V1 of the M2 model, with the additional parameters of
HD-site diameter oy, = 0.5 and trapping distance L}, = 0.45.
Versions V9 to V14 have increasing values of the HD-site di-
ameter, keeping other parameters as in V8. Finally, versions
V15 and V16 differ by the value of the SW range but have the

same protruding distance &gy, .

3 Discrete MD simulation details

Simulations are performed in the NVT ensemble, with 256
molecules. This corresponds to 768 particles (that is, the HD
central particles and the vibrating sites) for model M2 and
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Fig. 1 Vibrating patchy models with two (M2) and four sites (M4).
On top, a graphic depiction of each model is given. The two bottom
pictures represent the infinite SW potentials used to keep the
molecular geometry, by trapping each site around its designated
position. Uy p, Uy and Uy are defined in the Appendix.
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Table 2 Reduced parameters for ten versions of the M4 model: SW
range Agy,, SW trapping distance Ly, subtended angle Osyy,
protruding distance &gy, , HD-site diameter o;j,, and HD-site
trapping distance L ,.

Ver  Asw Ly Osw S5 Op  Lyp
V8 0.3 045 343 0.1 050 045
V9 0.3 045 343 0.1 0.01 045
Vio 0.3 045 343 0.1 0.10 045
Vil 03 045 343 0.1 020 045
Vi2 03 045 343 0.1 030 045
Vi3 03 045 343 0.1 040 045
vida 03 045 343 0.1 0.60 045
Vis 0.5 035 553 0.1 0.10 0.35
Vie 0.5 035 553 0.1 050 0.35
V17 0.6 030 67.1 0.1 0.60 0.30

1280 particles for model M4.

The simulation method of Alder et a is applied.
It is an event-driven molecular dynamics procedure for
piecewise-continuous potentials of single particles*®*” and
molecules.**#* Given the positions, velocities and interaction
potentials, this procedure is based on the calculation of colli-
sion times for every pair of particles. Between collisions, all
the particles move with constant velocity. The pair with the
minimum collision time is selected: these particles collide and
exchange energy and linear momentum in accordance with
their conservation laws. Collision times are updated for the
two particles that just collided and the process starts again se-
lecting the new minimum collision time. Time saving schemes
such as the Verlet list or the nearest cell***° are applied. The
temperature is kept constant with a velocity scaling scheme
applied every 100 collisions.

The simulation box is elongated (Ly = 2Ly), where Ly is
between 13.9 and 27.7 for model M2, and in the range from
14.6 to 25.3 for model M4. This geometry is used in order to
try to pinpoint the coexistence of the kagome lattice with fluid
phases, applying the spinodal decomposition procedure first
used by Chapela et al.>° for a liquid-vapor orthobaric curve
of a SW in 3D, and recently applied to crystal phases of a
SW in 2D.3! This procedure consists in simulating isochores
at different temperatures to obtain the density profiles of the
two phases in equilibrium. When dealing with a liquid-vapor
orthobaric curve, it is advisable to use a density close to the
critical one. For the solid-fluid orthobaric, several isochors
are used to obtain the whole span of the orthobaric curve. The
selected number of isochors and temperatures of each den-
sity depends on the degree of accuracy desired. It is found
that three isochores are sufficient to obtain an acceptable span
of the orthobaric curve. When two phases are in equilibrium

L 45

in the simulation cell, the densities of the two phases are ob-
tained from the corresponding density profiles and plotted in a
phase diagram. Other points are obtained as the frontier of the
region where the simulation box contains only one phase, in-
dicating that at those conditions the system is outside (above)
the orthobaric curve.

Isochores p* = 0.2, 0.4 and 0.6 are simulated. The temper-
ature is changed, in increments of 0.05, from 7* = 0.05 up to
0.4 for the two smaller densities, and up to 0.5 for the larger
one. For both models, blocks of 25 million collisions each are
performed. For model M2, 34 to 50 blocks are done; for M4,
62 to 75 blocks are accumulated. Simulations with a larger
box and larger number of molecules (1024 molecules with
5120 particles for model M4) are performed to test that the
properties calculated in this work, such as orthobaric densities
and structural quantities like the radial distribution functions,
are not sensitive to the finite size of the system. A further
refinement of the temperatures was carried out, at intervals of
0.015, for 0.100 < T* < 0.205 at the first two densities, and for
0.150 < T* < 0.255 at p* = 0.6. The results after 100 blocks
of 25 million collisions are not sensitive to this increase in
size, as expected. Still, a full finite-size scaling analysis is not
attempted at this stage.

4 Results

4.1 Model M2 without HD sites

No versions of model M2 ever formed a kagome lattice. Ver-
sions V6 and V7 with the largest ranges (Agy, = 0.7 and 0.8)
formed very interesting linear angled structures for a wide
range of density and temperature, where the patchy molecules
integrate themselves into long linear polymers which suddenly
form angles. An example of these formations is depicted in
Fig. 2. For V6 and V7, the angles spanned by the attractive
potential are above 65 degrees, which is beyond the maxi-
mum limit required for the formation of triangles?. The vibra-
tional nature of the attractive sites allow them to move to one
side of the molecule, in a polarized-like configuration that per-
mits multiple bonding, favoring the formation of linear struc-
tures over the kagome lattice. Once the linear aggregates are
formed, the attractive sites are no longer available for further
association; therefore, the assemblies behave as double-HD
chains. As mentioned earlier, Preisler et al.? found, using a
cluster-size distribution analysis, that linear aggregates of one-
patch molecules in 3D are metastable with respect to lamellar
structures; it would be useful to investigate the stability of the
2D aggregates using a similar method. A thorough study of
such assemblies of flexible molecules is being prepared for
future publication.

To further test the stability or instability of kagome lattices
for model M2, version V1 is simulated starting from a per-
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Fig. 2 Linear structures formed by model M2 with attractive SW
sites only (versions V6 and V7, given in Table 1). The density for
both states is p* = 0.5, the temperatures are T* = 0.3 for V6 at the
top panel and T* = 0.16 for V7 at the bottom.

fect kagome-lattice configuration. This time, the isochore p*
= 0.6 is followed, with temperatures ranging from 7* = 0.05 to
0.4, at intervals of 0.05. At higher temperatures, 7* > 0.1, the
kagome lattice is destroyed; only for the two lowest tempera-
tures (0.05 and 0.10) a disordered lattice prevailed with very
distorted hexagonal motifs. Therefore, it is inferred that a per-
fect kagome lattice is not just difficult to obtain kinetically, but
is probably unstable at the conditions described above.

4.2 Model M4 with HD sites

Since model M2 did not lead to spontaneous formation of
kagome lattices, the second model M4 is tried. For simplicity,
unless other versions are explicitly stated, M4 refers to its ba-
sic form, named version V8, and M2 refers to version V1. The
effect of the additional vibrating HD sites, which renders the
excluded volume anisotropic, is striking: model M4 was found
to produce kagome lattices over wide ranges of temperature
and density. Fig. 3 shows the contrast between two configura-
tions obtained at similar state points of density p* and temper-
ature 7™ with the two types of models, (p*,7*) = (0.67,0.15)
for M2 and (0.60, 0.20) for M4. Only the latter system forms
a kagome lattice, while just a few deformed hexagonal pores

Fig. 3 Comparison of the disordered fluid obtained with model M2
(top, version V1 in Table 1) and the kagome-fluid coexistence
obtained for model M4 with hard-disk sites (bottom, version V8 in
Table 2). For the figure on top, p* = 0.67 and T* = 0.15; for the
figure below, p* = 0.6 and T* = 0.2.

are noticeable in the former.

The percentage of molecules in triangular and hexagonal
clusters are used to quantify the difference between these two
configurations: while the triangular cluster percentage is about
the same in the two cases (87% for M2 and 83% for M4), the
percentage of hexagons is clearly smaller for M2 (31%) than
for M4 (63%). For an ideal kagome lattice these percentages
should be 100%; the reason why the configuration for M4 does
not reach these values is not the presence of defects, rather it
is due to an equilibrium between the kagome structure and a
fluid composed of linear arrays of patchy molecules. In the
bottom panel of Fig 3 one can see that the elongated simula-
tion box allowed the formation of an interface between these
two phases, so the phase diagram is explored, as it is next de-
scribed.

4.3 Phase diagram for model M4

The phase diagram of model M4 is shown in Fig. 4, indicating
the coexistence densities of a fluid and a denser kagome lat-
tice. The three isochores p* = 0.2, 0.4 and 0.6 were followed
as the temperature changed from 7% = 0.05 to 0.25, with in-
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Phase diagram
0.22 * *
Fluid . o
0.20 . .
x Kagome
F0.18 . .
Coexifstence
0.16

0'1%.0 0.2 0.4 0.6 0.8

p*
Fig. 4 Phase diagram 7™ vs. p* for model M4. Dots are
kagome-fluid phase equilibrium points. The vertical bars indicate
the regions of the starting isochores p* = 0.2,0.4, and 0.6 where a
kagome lattice was found in equilibrium with a fluid.

crements of 0.05. The vertical bars in Fig. 4 indicate the region
of these isochores where the kagome lattice was found in equi-
librium with a fluid. To facilitate the reading of Fig. 4, a series
of typical configurations corresponding to these equilibrium
conditions are shown in Fig. 5.

At the highest temperature shown in Fig. 5, T* = 0.25, the
system remains in a single phase: a vapor composed mostly
of single molecules for p* = 0.2, a denser fluid formed by
long chains of molecules for p* > 0.4. As the temperature
goes down, a coexistence arises between a fluid phase and a
kagome lattice: for instance, at 7* = 0.2 and the highest den-
sity p* = 0.6, the system shows a beautiful kagome lattice co-
existing with a fluid formed by long chains of molecules (see
the extreme right of the second row from the top in Fig. 5).

The density of the coexisting fluid decreases with decreas-
ing temperature, while that of the kagome lattice remains
largely unaffected. Thus, the overall shape of the orthobaric is
very similar to the envelopes presented by Romano et al.>* for
kagome lattices formed by triblock Janus particles. No fluid-
fluid coexistences nor critical point were found. The explo-
ration of the higher density region (p* > 0.8) did not find any
closed-packed crystal, since the vibrating HD sites prevent the
formation of such a closed-packed array.

In contrast with the phase diagram of Romano et al., the
region with kagome lattice formation does not extend to low
temperatures. At T* = 0.10 (second row from the bottom in
Fig. 5), the kagome lattice is not well formed. Under these
conditions, the characteristic hexagonal motifs of the kagome
lattice coexist with many other closed structures in a disor-
dered way. At T* = 0.05 and the lowest density p* = 0.2, a
set of fibers are formed with a small number of closed loops.
Increasing the density at the same temperature yields the same
long fibers, but with an increased amount of loops. Once

10" T"=0.2

T"=03

r*

Fig. 6 Radial distribution functions for model M4 at p* = 0.6. At
T* = 0.3, the structure is consistent with a fluid phase. For

T* = 0.2, sharp peaks corresponding to a kagome lattice are
observed. At T* = 0.1, the system fails to form an ordered network.

more, it is possible that these structures are metastable with
respect to other morphologies: besides studying their relative
free energy, further simulation work may be helpful to charac-
terize the kinetics of formation of the kagome lattice and the
linear fibers.

4.4 Structure and Kinetics of lattice formation

The radial distribution function of the system gives further ev-
idence of the formation of the kagome lattice. In Fig. 6, three
radial distribution functions are given for the isochore p* =
0.6 at T* = 0.1, 0.2 and 0.3. For the highest temperature, the
radial distribution function, with no sharp peaks beyond first
neighbors, corresponds to a fluid-like structure. At the middle
temperature, 7" = 0.2, the full kagome network has developed:
the second and third peaks, corresponding to the existence of
an hexagonal lattice, are appreciable and resolved fully as dis-
tinct peaks. The structure for the lowest temperature, 7" = 0.1,
corresponds to a configuration where some cycles have begun
to develop, but they fail to form an ordered network and may
not be at equilibrium. (This configuration is shown at the far
right of the second row from the bottom in Fig. 5).

As the simulation uses a Molecular Dynamics method, the
time evolution of the system can be followed directly. The
time evolution of the amount of single molecules and the for-
mation of pairs, triangles and hexagons is calculated. Fig. 7 is
a plot of the percentage of each of these structures against the
logarithm of ¢*, the reduced time since initialization, for the
state with p* = 0.6 and 7* = 0.18. In the initial stages of the
simulation there are many isolated molecules and very few of
the other structures. Next, pair formation takes off, reaching a
maximum about 65%, while the number of isolated molecules
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Fig. 5 Configurations for model M4 at the three isochores p* = 0.2, 0.4 and 0.6, for each column from left to right, respectively. Temperatures
are T* = 0.05 to 0.25, with increments of 0.05 for each row from bottom to top. At the highest temperatures, only one fluid phase is present.
At intermediate temperatures, coexistence between a kagome lattice and a fluid was observed. At the lowest temperatures, no kagome lattice
was found; instead disordered linear structures with abundant loops are obtained.
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decreases very rapidly. Then the formation of triangles starts
to increase rapidly while the amount of pairs decreases until
the end of the run. In the last stage, the formation of hexagons
starts to increase until the lattice is complete. The time evolu-
tion shown in figure Fig. 7 is very similar to that published for
isolated, chain- and triangular-bonded particles by the exper-
imental group of Chen et al.?, the configuration-space Monte
Carlo results by Romano et al..>* and the Dissipative Parti-
cle Dynamics (DPD) findings of Arai et al.® The dynamics of
hexagonal motifs, however, was not presented in those stud-
ies. It will be shown in the next section that the formation of
hexagons can be low even if the formation of triangular motifs
is high; therefore, it is important to monitor the slow formation
of hexagonal motifs during the growth of the kagome lattice.

% of clustersvs Log[t*]
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Fig. 7 Dynamical evolution of a kagome lattice for M4, expressed
as percent of patchy molecules forming clusters of 1, 2, 3 or 6
elements as a function of the logarithm of reduced time, *: red
circles represent the percentage of isolated molecules; green
squares, pairs of patchy molecules; blue triangles, ternary arrays;
and cyan inverted triangles, hexagonal motifs.

4.5 Effects of HD size and SW attractive range

The difference between models M4 and M2 is the presence of
vibrating HD sites with a diameter o5, = 0.5. To test how
important for the formation of kagome lattices is the size of
these HD sites, simulations for versions V9 to V14 of model
M4 are performed, which differ from V8 only by the value of
their HD-site diameter: o;;;, = 0.01,0.1,0.2,0.3,0.4,0.5, and
0.6.

Fig. 8 shows the effect of varying the HD-site diameter on
the percentage of triangles and hexagons formed by the end of
the simulation. For the majority of intermediate diameters,
percentages are quite similar to the values obtained for the
original version V8: between 87% and 89% for triangles and
between 75% and 82% for hexagons. For version V14 with the
largest diameter, 6}, = 0.6, a dramatic fall in the percentage

% of Triangles and Hexagons

100y
e o ‘\

8ole . = 1

A
60

<

401
20r

%.0 0.1 0.2 0.3 0.4 0.5 0.6

T

Fig. 8 Percentage of patchy molecules forming clusters of three and
six elements for different versions of M4 with varying HD-site
diameter, oy = 0.01, 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6. For versions V8
to V14: red circles represent clusters of three molecules; green
squares, hexagonal motifs. For versions V15 to V17: blue triangles
represent triangular clusters, while cyan inverted triangles
correspond to clusters of six molecules. Systems with low formation
of hexagonal motifs do not form kagome lattices readily.

of both triangles and hexagons is observed due to the fact that
for this diameter the HD sites strongly prevent the formation
of hexagonal motifs and the kagome structure. Version V9,
with the very small diameter o};,, = 0.01, is puzzling because
its percentages of triangles and hexagons are rather high (80%
and 61%, respectively). Even though both values are lower
than those for oj;;, = 0.4, they are not as low as for o, =
0.6 (53% for triangles and 37% for hexagons), which are way
down the values for the other, kagome-forming systems.

Since ofy, = 0.1 is already a small diameter, the question
whether the effect of the vibrating HD sites is due to excluded
volume or vibration has to be addressed. To do this, a simu-
lation was performed for version V15, which has the vibrat-
ing repulsive sites completely hidden inside the central HD
(og;p = 0.10 and L}, = 0.35), but still with the opening an-
gle Bsw below the 65 degree limit. The resulting percentages
of triangles and hexagons were 86% and 23%, respectively.
Even though the triangle formation is right, the hexagons for-
mation is severely depressed with respect to that seen for ver-
sion V9 at the same HD-site diameter (see Fig. 8): this shows
that vibration alone does not account for the stabilization of
the hexagonal motifs in our vibrating patchy-molecule model,
so this might be possibly due to an excluded-volume effect.

The vibrating patchy molecules are flexible, therefore, there
is room for compressing the HD sites against the central core
when model M4 forms assemblies. To check for this, for each
system with increasing diameter o5, = 0.01,0.1,...,0.6, the
instantaneous protrusion of the vibrating HD sites is averaged
and obtained the values (&;;,,) = 0.003, 0.02, 0.04, 0.09, 0.14,
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0.19, and 0.24, respectively. In addition, the percentage of
configurations with positive HD protrusion was 4% and 36%
for the systems with oy, = 0.01 and 0.1 and 100% for all
other systems. These results indicate that the HD sites are
only slightly compressed for the systems with HD diame-
ter above (0.1 but they are actually “expanded” for the two
smaller-diameter cases.

Finally, two last versions of model M4 (V16 and V17) are
simulated to show the effect of the attractive SW range. The
results are shown in Fig. 8 at 65 = 0.5 and 0.6, respectively.
Just like for version V15, it is clear that neither of these mod-
els form a kagome lattice because, while triangle formation
is high (83% for V16 and 76% for V17), hexagons are rarely
formed (55% for V16 and 36% for V17). Taken together, these
tests indicate that formation of hexagonal motifs for model
M4 with Agy,, = 0.3 is robust to changes of the HD-site diame-
ter, but sensitive to changes of the attractive SW range. Thus,
model M4 seems close to an optimal model for kagome-lattice
formation with vibrating patchy molecules in two dimensions.

5 Conclusions

A simple two-dimensional model, formed by a central hard
core decorated by vibrating interaction sites is presented. It
provides a useful addition to the understanding of thermody-
namic conditions and time evolution of the self-assembly pro-
cess of kagome lattices and linear structures.

The versions with two attractive SW sites only (model M2)
did not lead to formation of kagome lattices. Instead, the at-
tractive sites were displaced away from their center of vibra-
tion, into a polarized-like configuration. Thus, the flexibil-
ity introduced in the model resulted in the formation of tri-
angular motifs with the attractive sites hidden into the central
cores, which allow multiple bonding between patches. Since
multiple bonding is energetically favorable, the molecules of
model M2 combined into linear arrays, preventing the forma-
tion of a closed-pack or a kagome lattice. Further analysis is
needed to determine whether these linear structures are stable
or metastable only.

Many versions with two attractive and two repulsive sites
(model M4) did form kagome lattices. The simulations show
the coexistence of the kagome lattice and a fluid over wide
ranges of temperature and density, but they did not show any
fluid-fluid coexistence nor formation of a closed-pack crystal.
The latter solid was prevented because the extra repulsive sites
exclude closed-pack configurations specifically. At the lowest
simulated temperatures and intermediate densities, instead of
fluid-solid coexistence, the formation of disordered networks
of looping structures is observed, which may be metastable
too. The abundance of loops in these networks increased with
density at constant temperature.

It is found that there is a large range of repulsive-site di-
ameters that result in model M4 forming a large amount of
the hexagonal motifs required to assemble a kagome lattice,
but increasing the range of the attractive SW rapidly inhibits
the formation of that open lattice. Formation of the hexag-
onal motifs was also inhibited when the repulsive sites only
had a vibrational role (hidden inside the central core), so it
may be concluded that the main effect arises from steric hin-
drance. A small diameter, such as o7;;, = 0.01, is sufficient to
promote the formation of the hexagonal motifs; even so, the
HD sites deviate only slightly from their center of vibration
in the kagome lattices. This prompts us to ask, especially for
the design of molecular-sized systems able to form open lat-
tices, whether one could ignore the role of solvent structure
near particle surfaces: the density profile would have strong
oscillations leading to effective attraction or repulsion for dis-
tances on the order of a few molecule diameters. Comparing
simulations that deal explicitly and effectively with these in-
teractions would clarify the matter.

Even though model M4 presented in this work and the tri-
block model studied by Romano et al. 33 have similar opening
angles (Bsw = 34.3 for M4 and Ogy = 32.9), they show some
differences in their behavior: they have similar fluid-kagome
lattice coexistence envelopes, but model M4 does not form a
closed-pack crystal at high densities nor a kagome lattice at
low temperatures, where it displays entangled webs of linear
structures. These differences represent a good opportunity for
testing and developing theories of lattice stability,>3?* kinet-
ics of formation of stable vs. metastable morphologies,? as
well as mechanical response. >
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Appendix

The interaction potential between two vibrating patchy
molecules m and n, each with a number n, of patches, can
be written as

np—1 np B np—1 np
U(mvn) :UHD(rmH)+ Z Z Us(ri?]m)_F Z Z UIN(rIr(rfm)'
i=1 j=i+1 k=1 I=k+1

D
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The hard-disk potential Uyp depends on r,,, the dis-
tance between the centers of the hard-disk cores belonging to
molecules m and n:

UHD:{ Bo

The site potential Us is a function of rf,in, the distance be-
tween sites i and j of different molecules m and n:

[Tl < 0,
It > ©.

©))

—E&sw [ eiall < Asw,

Us = n
0 ||ri{m|| >Asw.

3)

In this work, all attractive SW sites have range Agsy and
depth ggy, while all HD sites have zero depth.

Infinite SW potentials are used as intramolecular poten-
tials,>> where the patches that decorate the central HD are
trapped and allowed to vibrate, rattling back and forth between
two infinite SW walls. Uyy is the intramolecular-trapping po-
tential well that depends on r¥,  the distance between sites k
and / of the same molecule m:

o LiLVW/ZS ||rkmlm||7
Un = 0 L_LVW/2S||rfy{m||<L+LVW/27
oo |kl > L+ Lyw/2.

“

Lyw sets the maximum amplitude of the intramolecular vi-
bration for the trapping SW centered at L.

The bottom part of Fig. 1 shows representations of the trap-
ping potentials used in models M2 and M4. At the left, for
model M2, the left-most infinite well (centered at Lgy ) is used
to trap each of the two patches to the central HD; the second
infinite well traps the SW sites to each other at an average dis-
tance of 2Lgw. At the right, for model M4, the first infinite
well (again centered at Lgy ) traps the two SW sites to the cen-
tral HD; the second infinite well traps every SW site to each
HD site at an average distance of \/(2L%,) ~ 0.65; finally,
two other infinite wells trap the SW sites with each other at an
average distance of 2Lgy and the HD sites with each other at
an average distance of 2Lgyp
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