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#### Abstract

The free energy and conformational properties of a wormlike chain confined inside a spherical surface are investigated. We show that in the weak-confinement limit, the wormlike chain model exactly reproduces the confinement properties of a Gaussian chain; in such a case the confinement entropy dominates the free energy; in the strong-confinement limit, the free energy is dominated by the bending energy of the chain, which is forced to wrap around the confining surface. We also present a numerical solution within the crossover region between the two limits, solving the differential equation that the probability distribution function satisfies.


## 1 Introduction

The wormlike chain model is suitable for describing a semiflexible polymer, in which two length scales are important: the total chain contour length $L$ and its persistence length $\lambda .{ }^{1-3}$ The latter is the orientation-orientation correlation length, below which the polymer appears rigid, along the polymer chain. A wormlike-chain confinement problem typically introduces a third length scale, $R$. For a long polymer chain $(L / \lambda \gg 1)$, the free energy and conformational properties of the confined wormlike chain are controlled by the competition between the two length scales, $\lambda$ and $R$.

The study of a wormlike chain confined inside a tube or within a slit has seen significant progress in recent years based on models with and without the excluded volume effects between polymer segments. ${ }^{4-25}$ In contrast, despite recent efforts, ${ }^{12,26-29}$ the problem of a wormlike chain confined inside a spherical cavity of radius $R$ is less understood. The current paper focuses on presenting a complete physical picture resulted from the standard wormlike-chain model for such a case. We will show that two limits exist: in the strongconfinement limit the physical properties are bending-energy dominating and in the weak-confinement limit, entropy dominating. In comparison, the physical properties of a wormlike chain strongly confined in a slit or tube are dominated by the deflection picture presented originally by Odijk, ${ }^{4,30}$ where the entropy still plays a role but in a different manner.

For the purpose of examining the crossover of the wormlike-chain free energy to the Gaussian-chain free energy,

[^0]we relate $\lambda$ to the effective Kuhn length $a$ by $a=2 \lambda$, which is a relation established later in Sect. 3.2. Using $a$ as the basic length scale, in this work, we show that in the asymptotic limit of strong confinement, $R \ll a \ll L$, the free energy of the confined wormlike chain can be written in a power-law form
\[

$$
\begin{equation*}
\beta F=\frac{L}{a}\left[A\left(\frac{a}{R}\right)^{2}+\ldots\right] . \tag{1}
\end{equation*}
$$

\]

Through an analysis of the monomer distribution of the system, we can also show that the average monomer-to-center distance, $\langle r\rangle$, follows the asymptotic behavior in this limit,

$$
\begin{equation*}
\frac{\langle r\rangle}{R}=1-\left[\alpha\left(\frac{R}{a}\right)+\ldots\right], \tag{2}
\end{equation*}
$$

where $\alpha$ is a numerical coefficient. Another interesting case is the weak-confinement limit, $R / a \gg 1$, for a long polymer $a \ll$ L. According to the statistics of a confined Gaussian chain, we expect ${ }^{31}$

$$
\begin{equation*}
\beta F=\frac{L}{a}\left[A^{\prime}\left(\frac{a}{R}\right)^{2}+\ldots\right] \tag{3}
\end{equation*}
$$

where $A^{\prime}$ is a different numerical coefficient., although the power law has the same scaling exponent. On average, $\langle r\rangle$ is now a fraction of $R$,

$$
\begin{equation*}
\frac{\langle r\rangle}{R}=\alpha^{\prime} \tag{4}
\end{equation*}
$$

where $\alpha^{\prime}$ is another universal coefficient. While both expressions, Eqs. 1 and 3, have a similar structure, however, in the crossover region between these two limits, these power laws are no longer valid.

Our theoretical approach in this paper is based on the wormlike-chain formalism in continuum notation. ${ }^{2}$ The calculation of the probability distribution function is mapped


Fig. 1 [Color online] Reduced free energy per Kuhn segment $a$, $\mu(R / a)$, defined in Eq. 5 for (a) a three-dimensional wormlike chain confined in a spherical cavity of radius $R$ and (b) a two-dimensional wormlike chain confined inside a circle of radius $R$. Circles represent the numerical solution obtained in this work from finding the partition function. The asymptotic limits of the free energy, in both $R / a \gg 1$ and $R / a \ll 1$ regions, are analytically determined in Sect. 3.2 and Sect. 3.4, and plotted as the red solid and green dashed lines. The black solid line behind the circles represents the empirical expression in Eq. 6 with numerical coefficients listed in Table 1. The Monte Carlo simulation results calculated by Smyda and Harvey are plotted as squares for comparison; filled squares were calculated from a discretized wormlike chain model and open squares were calculated from the freely rotating chain model. ${ }^{28}$
into solving a modified diffusion equation, which can then be tackled analytically and numerically. As is shown in Sect. 3.2, the wormlike-chain formalism analytically reproduces the Gaussian-chain formalism in the weak confinement limit; the prefactor $A^{\prime}$ can be calculated from the Gaussianchain confinement problem, discussed in Sect. 2. Once the density profile is calculated, the calculation of $\alpha^{\prime}$ becomes trivial.

Morrison and Thirumalai suggested $A_{\mathrm{MTh}}=0.28$ for the

|  | $D=3$ | $D=2$ |  | $D=3$ | $D=2$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $A$ | $1 / 4$ | $1 / 8$ | $\alpha$ | 2.266 | 4.132 |
| $A^{\prime}$ | $\pi^{2} / 6$ | $k^{2} / 4$ | $\alpha^{\prime}$ | $1 / 2$ | $0.4240 \ldots$ |
| $a_{1}$ | 15.82 | 5.170 | $b_{1}$ | 17.62 | -6.002 |
| $a_{2}$ | 13.79 | 6.213 | $b_{2}$ | 19.88 | -1.870 |
| $a_{3}$ | 1.229 | 1.512 | $b_{3}$ | 21.80 | 137.3 |
| $a_{4}$ | 2.711 | 6.065 | $b_{4}$ | 46.41 | 95.94 |
| $a_{5}$ | 0.006618 | 0.0005571 | $b_{5}$ | -4.507 | 410.1 |

Table 1 Coefficients of the asymptotic power laws in Eqs. 1-4 and constants in the empirical representations, Eqs. 6 and 7, determined in the current work, where $k$ is the first root of the zeroth-order Bessel function $J_{0}(k)=0$. The coefficients $A, A^{\prime}$ and $\alpha^{\prime}$ were determined analytically and validated numerically; $\alpha$ was determined from the empirical expression, $\alpha=b_{2}-b_{1}$. We have determined these values for both spherical confinement of a three-dimensional polymer $(D=3)$ and circular confinement of a two-dimensional polymer $(D=2)$.
spherical-confinement problem $(D=3)$ on the basis of their numerical calculation. ${ }^{26}$ As we will demonstrate in Sect. 3.4, in the asymptotic $R / a \ll 1$ limit, $A$ is exactly the bending energy of a wormlike polymer segment confined on the surface of the confining sphere; for both $D=2$ and $D=3, A$ can then be analytically determined as well. In the case of $D=3$, for example, $A=1 / 4$, which is an exact solution different from $A_{\mathrm{MTh}}$. Our numerical calculation in Sect. 3.3 varifies this exact result and further predicts the value for $\alpha$.

Both asymptotic power laws, Eqs. 1 and 3, are plotted as green dashed and red solid lines in Fig. 1, respectively. All numerical coefficients determined from this work are summarized in Table 1.

For a long polymer $(L / a \gg 1)$, over the entire $R / a$ regime the scaling behavior

$$
\begin{equation*}
\beta F=\frac{L}{a} \mu\left(\frac{R}{a}\right) \tag{5}
\end{equation*}
$$

is generally expected, where $\mu(\xi)$ is a crossover function. The wormlike formalism allows us to determine this function numerically, as will be discussed in Sect. 3. The numerical solution is given in Fig. 1 by circles for both $D=3$ and $D=2$. The numerical data is well-represented by an empirical function,

$$
\begin{equation*}
\mu=\left(\frac{a}{R}\right)^{2} \frac{\left(A^{\prime}\right)(R / a)^{6}+a_{1}(R / a)^{4}+a_{3}(R / a)^{2}+(A) a_{5}}{(R / a)^{6}+a_{2}(R / a)^{4}+a_{4}(R / a)^{2}+a_{5}} \tag{6}
\end{equation*}
$$

where the numerical coefficients $a_{1}$ to $a_{5}$ were obtained from fitting the above expression to the numerical data. The values are given in Table. 1. In the three dimensional case, Smyda and Harvey recently studied a discretized wormlike chain model using a Monte Carlo method and produced the value for $\mu$ in the mid- to high $-R / a$ range. Their numerical
data is represented by squares in Fig. 1(a) and is in agreement with our results represented by circles, in most of the region.

Our numerical solution for the density profile in Sect. 3 gives us the entire $\langle r\rangle / R$ curve as a function of $R / a$. The numerical data can be well captured by the empirical expression,

$$
\begin{equation*}
\frac{\langle r\rangle}{R}=\frac{1+b_{1}(R / a)+b_{3}(R / a)^{2}+\alpha^{\prime} b_{5}(R / a)^{3}}{1+b_{2}(R / a)+b_{4}(R / a)^{2}+b_{5}(R / a)^{3}} \tag{7}
\end{equation*}
$$

where the coefficients $b_{1}$ to $b_{5}$ are fitted constants that are listed in Table 1. In the small- $R / a$ limit, we can thus obtain the constant $\alpha$, which enters in the same table.

The theoretical procedure taken in the current work is based on the ground-state dominating approximation, which is valid for a long wormlike chain polymer, where $L \gg R$ and $L \gg a$. One can show that the modified diffusion equation that the probability function satisfies can be converted into an eigen problem, which requires finding $\mu$ as the eigenvalue of an operator. This method was successfully used in studying the scaling behavior of the wormlike-chain free energy in slit confinement ${ }^{6,32}$ and most recently, in circular-tube confinement. ${ }^{21}$ The numerical approach taken in this work basically adopts the strategy used in Ref. 21. The numerical scheme, however, needs to be carefully redesigned for the current problem, in which a different set of expansion bases needs to be invoked. These are all discussed in Appendix A.

Most of this paper is written in such a way that the dimensionality of space, $D$, is explicitly maintained in the theory. In this paper we are only interested in two cases, $D=3$ for a three-dimensional polymer confined in a sphere and $D=2$ for a two-dimensional polymer confined inside a circle; however, the $D$-dependence of the formalism gives us a broader horizon beyond these two specific cases.

## 2 Gaussian chain in spherical confinement

To start, we review the confinement free energy and chain conformation determined from a Gaussian-chain model, which also serves as the weak-confinement limit later in the current paper. Consider a polymer chain of total contour length $L$ with one end labeled $s=0$ and the other end $s=L$. The spatial coordinates of the monomer located at $s$ are represented by the vector $\mathbf{r}(s)$ in a $D$-dimensional space. For a given configuration, $\mathbf{r}(s)$, The statistical weight is given by ${ }^{3}$

$$
\begin{equation*}
P[\mathbf{r}(s)] \propto \exp \{-\beta H[\mathbf{r}(s)]\} \tag{8}
\end{equation*}
$$

where within the Gaussian model,

$$
\begin{equation*}
\beta H=\frac{D}{2 a} \int_{0}^{L} \mathrm{~d} s\left|\frac{\mathrm{~d} \mathbf{r}(s)}{\mathrm{d} s}\right|^{2} \tag{9}
\end{equation*}
$$

where $a$ is the Kuhn length. We have explicitly maintained $D$ in the formalism so that the mean-square end-to-end distance
$\left\langle R^{2}\right\rangle$ is always

$$
\begin{equation*}
\left\langle R^{2}\right\rangle=L a \tag{10}
\end{equation*}
$$

in a $D$-dimensional space.
The so-called propagator $G(\mathbf{r}, s)$ is a probability function of finding a polymer segment of length $s$ with the $s$ terminal end appearing at a space point represented by $\mathbf{r}$. One can show, on the basis of the above distribution function, that it satisfies a modified diffusion equation (MDE) ${ }^{3}$

$$
\begin{equation*}
\frac{\partial}{\partial s} G(\mathbf{r}, s)=\frac{a}{2 D} \nabla^{2} G(\mathbf{r}, s) \tag{11}
\end{equation*}
$$

where an initial condition, $G(\mathbf{r}, 0)=1$, must be supplemented for this partial differential equation. Taking advantage of the spherical symmetry in a spherical confinement problem, we consider that the function $G(\mathbf{r}, s)$ can be directly written as $G(r, s)$ where $r$ is the distance from the sphere's center. We then need to solve

$$
\begin{equation*}
\frac{\partial}{\partial s} G(r, s)=\frac{a}{2 D} \frac{1}{r^{D-1}} \frac{\partial}{\partial r} r^{D-1} \frac{\partial}{\partial r} G(r, s) \tag{12}
\end{equation*}
$$

with the consideration of the boundary conditions

$$
\begin{equation*}
\left.\frac{\partial G(r, s)}{\partial r}\right|_{r=0}=\left.G(r, s)\right|_{r=R}=0 \tag{13}
\end{equation*}
$$

for any $s \neq 0$. The partition function of the chain can be calculated from

$$
\begin{equation*}
Q=\int \mathrm{d} \mathbf{r} G(\mathbf{r}, s=L) \tag{14}
\end{equation*}
$$

where the integral covers the interior of the confining sphere.
For a long polymer ( $L / a \gg 1$ ), we can use the ground-statedominating (GSD) approximation, ${ }^{33}$ which assumes

$$
\begin{equation*}
G(r, s)=\exp (-\mu s / a) \Psi_{0}(r)+\ldots \tag{15}
\end{equation*}
$$

Thus the reduced free energy is

$$
\begin{equation*}
\beta F=-\ln Q=(L / a) \mu+\ldots \tag{16}
\end{equation*}
$$

The central focus is finding $\mu$, the reduced free energy per monomer, or chemical potential, of the system.

To find $\mu$ we substitute Eq. 15 into Eq. 12 and rescale $r$ by $\tilde{r}=r / R$. Then, we can write

$$
\begin{equation*}
-A^{\prime} \Psi_{0}(\tilde{r})=\frac{1}{2 D} \frac{1}{\tilde{r}^{D-1}} \frac{\partial}{\partial \tilde{r}} \tilde{r}^{D-1} \frac{\partial}{\partial \tilde{r}} \Psi_{0}(\tilde{r}) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu \equiv A^{\prime} \frac{a^{2}}{R^{2}} . \tag{18}
\end{equation*}
$$

Hence, $A^{\prime}$ and $\Psi_{0}(\tilde{r})$ are the eigenvalue and eigenfunction of the operator on the right-hand side of Eq. 17. The boundary conditions are $\mathrm{d} \Psi_{0} / \mathrm{d} \tilde{r}(\tilde{r}=0)=\Psi_{0}(\tilde{r}=1)=0$.

For the problem of a three-dimensional polymer confined inside a spherical cavity of radius $R, D=3$. Solving the eigen problem analytically, we can show that the eigenfunction is the zeroth-order spherical Bessel function,

$$
\begin{equation*}
\Psi_{0}(\tilde{r})=B \frac{\sin (\pi \tilde{r})}{\tilde{r}}, \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{\prime}=\frac{\pi^{2}}{6}, \quad(D=3) \tag{20}
\end{equation*}
$$

where $B$ is a constant.
For the problem of a two-dimensional polymer confined inside a circle of radius $R, D=2$. Solving the eigen problem analytically, we can show that the eigenfunction is the zerothorder Bessel function

$$
\begin{equation*}
\Psi_{0}(\tilde{r})=B J_{0}(k \tilde{r}) \tag{21}
\end{equation*}
$$

where $k=2.404826 \ldots$ is the first root of $J_{0}(k)=0$ and $B$ is a constant. The eigenvalue is related to $k$ by

$$
\begin{equation*}
A^{\prime}=k^{2} / 4=1.4458 \ldots \quad(D=2) \tag{22}
\end{equation*}
$$

Within the GSD approximation, the monomer density is related to the eigen function $\Psi_{0}(\tilde{r})$ by ${ }^{33}$

$$
\begin{equation*}
\rho(\tilde{r})=\Psi_{0}^{2}(\tilde{r}) \tag{23}
\end{equation*}
$$

Normalizing the density distribution,

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} \tilde{r}^{D-1} \rho(\tilde{r})=1 \tag{24}
\end{equation*}
$$

we can determine the coefficient $B$ in Eqs. 19 and 21. Thus,

$$
\begin{equation*}
\rho(\tilde{r})=2\left[\frac{\sin (\pi \tilde{r})}{\tilde{r}}\right]^{2} \tag{25}
\end{equation*}
$$

for $D=3$ and

$$
\begin{equation*}
\rho(\tilde{r})=\frac{2}{J_{1}^{2}(k)} J_{0}^{2}(k \tilde{r}) \tag{26}
\end{equation*}
$$

for $D=2$, where $1 / J_{1}^{2}(k)=3.7103 \ldots$. These results will be compared with the weak-confinement limit of the wormlike chain formalism introduced below.

Finally, we can determine the average monomer distance from the center, from

$$
\begin{equation*}
\langle\tilde{r}\rangle=\frac{\langle r\rangle}{R}=\int_{0}^{1} \mathrm{~d} \tilde{r} \rho(\tilde{r}) \tilde{r}^{D} . \tag{27}
\end{equation*}
$$

For $D=3$, we have

$$
\begin{equation*}
\frac{\langle r\rangle}{R}=\frac{1}{2} \tag{28}
\end{equation*}
$$

and for $D=2$, we have

$$
\begin{equation*}
\frac{\langle r\rangle}{R}=0.4240 \ldots \tag{29}
\end{equation*}
$$

These values enter into Table 1 as the parameter $\alpha^{\prime}$.

## 3 Wormlike chain in spherical confinement

### 3.1 Model

In this section, we consider a continuous wormlike chain, whose configuration is described by a space curve $\mathbf{r}(s)$, identical to the initial setup in the last subsection. The probability function depends on the tangent vector $\mathbf{u}(s) \equiv \mathrm{d} \mathbf{r}(s) / \mathrm{d} s$; in this paper we assume that the polymer model is an inextensible thread ${ }^{2}$ such that $|\mathbf{u}(s)|=1$, although some models for semiflexble chains relax this constraint. ${ }^{2,34-37}$

According to Saito-Takahashi-Yunoki, for a wormlike chain the statistical weight in Eq. 8 is associated with a bending energy ${ }^{2}$

$$
\begin{equation*}
\beta H=\frac{\beta \epsilon}{2} \int_{0}^{L} \mathrm{~d} s\left|\frac{\mathrm{~d} \mathbf{u}(s)}{\mathrm{d} s}\right|^{2} \tag{30}
\end{equation*}
$$

where $\beta \epsilon$ is the bending energy modulus reduced by the inverse temperature $\beta$. The connection between $\beta \epsilon$ and the persistence length can be found by considering the orientational correlation function.

Assume that the monomer at $s=0$ has a tangent vector $\mathbf{u}^{\prime}(0)$ and the monomer at $s$ has a tangent vector $\mathbf{u}(s)$. Defining $\mathbf{u}(s)$. $\mathbf{u}^{\prime}(0)=\cos \theta$, we need to solve ${ }^{2}$

$$
\begin{equation*}
\frac{\partial G}{\partial s}=\frac{1}{2 \beta \epsilon} \frac{1}{\sin ^{D-2} \theta} \frac{\partial}{\partial \theta} \sin ^{D-2} \theta \frac{\partial G}{\partial \theta} \tag{31}
\end{equation*}
$$

for the Green's function $G(\theta, s)$ in $D$ dimensions. The solution that satisfies the initial condition

$$
\begin{equation*}
G(\theta, 0)=\delta(\theta) \tag{32}
\end{equation*}
$$

is

$$
\begin{equation*}
G(\theta, s)=\sum_{n} \exp [-n(n+D-2) s / 2 \beta \epsilon] C_{n}(\cos \theta) C_{n}(1) / R_{n}^{2} \tag{33}
\end{equation*}
$$

where $C_{n}(x)$ is the Gegenbauer polynomial of degree $n$ in $D$ dimensional space ${ }^{38}$, an abbreviation of the original notation $\equiv C_{n}^{(D / 2-1)}(x)$, and

$$
\begin{equation*}
R_{n}^{2}=\int_{0}^{\pi}\left[C_{n}(\cos \theta)\right]^{2} \sin ^{D-2} \theta \mathrm{~d} \theta \tag{34}
\end{equation*}
$$

Making use of the orthonormal properties of the Gegenbauer polynomials, we find
$\left\langle\mathbf{u}(s) \cdot \mathbf{u}^{\prime}(0)\right\rangle=\int_{0}^{\pi} \cos \theta G(\theta, s) \sin ^{D-2} \theta \mathrm{~d} \theta=\mathrm{e}^{-(D-1) s / 2 \beta \epsilon}$.
Thus, in $D$-dimensions, the orientation-orientation correlation length, or the persistence length, is given by

$$
\begin{equation*}
\lambda=2 \beta \epsilon /(D-1) \tag{36}
\end{equation*}
$$

Consequently we can rewrite the reduced bending energy

$$
\begin{equation*}
\beta H=\frac{(D-1) \lambda}{4} \int_{0}^{L} \mathrm{~d} s\left|\frac{\mathrm{~d} \mathbf{u}(s)}{\mathrm{d} s}\right|^{2} \tag{37}
\end{equation*}
$$

in a $D$-dimensional space. ${ }^{39,40}$
Similar to the procedure used in dealing with a Gaussian chain, now we introduce a propagator $q(\mathbf{r}, \mathbf{u} ; s)$, which represents the probability of finding a polymer segment of length $s$ with its terminal end appearing at a space point represented by the vector $\mathbf{r}$ and pointing at the direction specified by the unit vector $\mathbf{u}$; the partition function $Q$ can be obtained from

$$
\begin{equation*}
Q=\int \operatorname{drd} \mathbf{u} q(\mathbf{r}, \mathbf{u} ; L) . \tag{38}
\end{equation*}
$$

Rather than integrating over the probability function, a mathematically equivalent procedure of finding $q(\mathbf{r}, \mathbf{u}, s)$ is solving the MDE, ${ }^{2,34,41}$

$$
\begin{align*}
\frac{\partial}{\partial s} q(\mathbf{r}, \mathbf{u} ; s) & =\left\{-\mathbf{u} \cdot \nabla_{\mathbf{r}}+\frac{1}{(D-1) \lambda} \nabla_{\mathbf{u}}^{2}\right. \\
& \left.+\left[\left(\mathbf{u} \cdot \nabla_{\mathbf{r}}\right) \mathbf{u}\right] \cdot \nabla_{\mathbf{u}}\right\} q(\mathbf{r}, \mathbf{u} ; s) \tag{39}
\end{align*}
$$

The last term, which vanishes in a Cartesian coordinate system, is an explicit consideration for a curvilinear coordinate system which requires a non-trivial modification to the MDE. ${ }^{41}$ The solution to this partial differential equation is subject to the initial condition $q(\mathbf{r}, \mathbf{u} ; 0)=1$ and appropriate boundary conditions for a confined system.

### 3.2 The weak-confinement limit $R / \lambda \gg 1$

Consider the typical length scale in the system, which in our case is the hyperspherical radius $R$. We can analytically show that the MDE for a wormlike chain in Eq. 39 recovers the MDE for a Gaussian chain in Eq. 11 in the limit of $R / \lambda \gg 1$ and $L / \lambda \gg 1$ for a $D$-dimensional chain.

The proof is similar to the one presented in Appendix B of Ref. 42 for a $D=3$ system. It is most convenient to consider the proof in the Cartesian coordinate system where the last term on the right-hand side of Eq. 39 disappears. After transforming $q(\mathbf{r}, \mathbf{u} ; s)$ to its Fourier transformation $I(\mathbf{k}, \mathbf{u} ; s)$ where $\mathbf{k}$ is the wave vector, we have

$$
\begin{equation*}
\frac{\partial}{\partial s} I(\mathbf{k}, \mathbf{u} ; s)=\left[\frac{1}{(D-1) \lambda} \nabla_{\mathbf{u}}^{2}+i \mathbf{u} \cdot \mathbf{k}\right] I(\mathbf{k}, \mathbf{u} ; s) . \tag{40}
\end{equation*}
$$

Defining $\mathbf{u} \cdot \mathbf{k}=k \cos \theta$ where $k=|\mathbf{k}|$ and expanding the function $I(\mathbf{k}, \mathbf{u} ; s)$ in terms of the Gegenbauer polynomials $C_{n}(\cos \theta)$, we have

$$
\begin{equation*}
I(\mathbf{k}, \mathbf{u} ; s)=\sum_{n} \gamma_{n}(k ; s) C_{n}(\cos \theta) / R_{n} \tag{41}
\end{equation*}
$$

Plugging this expansion in Eq. 40 and using the recursion relation of the Gegenbauer polynomial, we arrive at

$$
\begin{align*}
\lambda \frac{\partial}{\partial s} \gamma_{n}(k ; s) & =-\frac{n(n+D-2)}{(D-1)} \gamma_{n}(k ; s) \\
& +i k \lambda\left[\frac{n+1}{(2 n+D-2)} R_{n+1}^{2} \gamma_{n+1}(k ; s)\right.  \tag{42}\\
& \left.+\frac{n+D-3}{(2 n+D-2)} R_{n-1}^{2} \gamma_{n-1}(k ; s)\right] / R_{n}^{2}
\end{align*}
$$

for any $n \geq 1$. For $n=0$, the first and last terms in the above expression vanishes. For the purpose of dealing with the $R / \lambda \gg 1$ limit, it is adequate to consider the $k \lambda \ll 1$ regime. Comparing the first and last terms on the right-hand side, we conclude that the function $\gamma_{n}(k ; s)$ has a leading order $(k \lambda)^{n}$. Consequently, taking $n=0$ we have

$$
\begin{equation*}
\lambda \frac{\partial}{\partial s} \gamma_{0}(k ; s)=\frac{i k \lambda R_{1}^{2}}{(D-2) R_{0}^{2}} \gamma_{1}(k ; s), \tag{43}
\end{equation*}
$$

which shows that the effect of the operator $\lambda \partial / \partial s$ corresponds to an order $(k \lambda)^{2}$. Keeping this in mind, we take $n=1$ and obtain

$$
\begin{equation*}
O(k \lambda)^{3}=-\gamma_{1}(k ; s)+i k \lambda\left[O(k \lambda)^{2}+\frac{D-2}{D} R_{0}^{2} \gamma_{0}(k ; s)\right] / R_{1}^{2} \tag{44}
\end{equation*}
$$

Combining the two equations yields

$$
\begin{equation*}
\lambda \frac{\partial}{\partial s} \gamma_{0}(k ; s)=-\frac{(k \lambda)^{2}}{D} \gamma_{0}(k ; s)+O(k \lambda)^{4} \tag{45}
\end{equation*}
$$

In the $\mathbf{r}$ space, we have

$$
\begin{equation*}
\frac{\partial}{\partial s} q_{0}(\mathbf{r} ; s)=\frac{\lambda}{D} \nabla_{\mathbf{r}}^{2} q_{0}(\mathbf{r} ; s) \tag{46}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{0}(\mathbf{r} ; s)=\int q(\mathbf{r}, \mathbf{u} ; s) \mathrm{d} \mathbf{u} / \Omega_{D} \tag{47}
\end{equation*}
$$

and $\Omega_{D}$ is the total solid angle in the $D$-dimensional space.
This equation is identical to the MDE, Eq. 11, for the Gaussian-chain problem, as long as we link $\lambda$ with $a$,

$$
\begin{equation*}
a=2 \lambda, \tag{48}
\end{equation*}
$$

which is an identification generally valid in a $D$-dimensional problem. In the remainder of this paper, we directly use $a$ instead of $\lambda$ through this connection.

When we arrived at Eq. 45, we stated that from an order-of-magnitude point of view, $\lambda \partial / \partial s \sim(k \lambda)^{2}$. Realizing that $s=[0, L]$, we rewrite this condition as $\lambda / L \sim(\lambda / R)^{2}$. Hence, the recovery of the Gaussian-chain MDE from the wormlikechain MDE is accompanied by the condition

$$
\begin{equation*}
L / a \sim(R / a)^{2} \gg 1 \tag{49}
\end{equation*}
$$



Fig. 2 [Color online] Examples of the coordinate systems used in this work: (a) $D=3$ and (b) $D=2$. The probability distribution function $q(\mathbf{r}, \mathbf{u} ; s)$ depends on both $\mathbf{r}, \mathbf{u}$, illustrated by the red vectors in the figure. In three dimensions, within the spherical coordinate system, at the point specified by $\mathbf{r}$, a vector basis set, $\hat{e}_{r}, \hat{e}_{\Theta}$ and $\hat{e}_{\Phi}$ can be defined; ${ }^{43}$ In reference to $\hat{e}_{r}$, a polar variable $\theta$ is defined to specify $\mathbf{u}$. In two dimensions, within a polar coordinate system, at the point specified by $\mathbf{r}$, a vector basis set, $\hat{e}_{r}$ and $\hat{e}_{\Theta}$ can be defined; ${ }^{43}$ In reference to $\hat{e}_{r}$, a polar variable $\theta$ is defined to specify u.
as well.
We directly use the analytic $A^{\prime}$ and $\alpha^{\prime}$ calculated in Sect. 2, shown in Eqs. 20, 22, 28 and 29 which are listed in Table 1 for the current wormlike-chain model. As we will see below, these analytic results are validated as the limiting case by the numerical solution obtained over the entire $R / a$ regime.

### 3.3 D-dimensional wormlike chain confined in a hyperspherical cavity

We return to the general discussion of the propagator $q(\mathbf{r}, \mathbf{u} ; s)$ which satisfies the MDE, Eq. 39. To solve the spherical-confinement problem, we use a coordinate system centered at the hypersphere's center. Due to the spherical symmetry, the current problem inherently only has dependence on the distance from the sphere's center, $r$, and the angle that $\mathbf{u}$ makes with respect to $\mathbf{r}$, namely $\theta$. For example, in $D=2$ and $D=3$ systems, we can identify these two variables as illustrated in Fig. 2. Using this symmetry property, we can greatly simplify the MDE.

We are interested in the case where the polymer is much longer than both $R$ and $a$. Therefore, we can take the GSD approximation for the propagator, ${ }^{33}$

$$
\begin{equation*}
q(\mathbf{r}, \mathbf{u} ; s)=\exp (-\mu s / a) \Psi_{0}(\tilde{r}, \theta)+\ldots \tag{50}
\end{equation*}
$$

Thus, the MDE is converted to

$$
\begin{align*}
& {\left[\frac{2}{D-1} \frac{1}{\sin ^{D-2} \theta} \frac{\partial}{\partial \theta}\left(\sin ^{D-2} \theta \frac{\partial}{\partial \theta}\right)-\right.} \\
& \left.\quad \frac{a}{R} \cos \theta \frac{\partial}{\partial \tilde{r}}+\frac{a}{R} \frac{\sin \theta}{\tilde{r}} \frac{\partial}{\partial \theta}\right] \Psi_{0}(\tilde{r}, \theta)=-\mu \Psi_{0}(\tilde{r}, \theta) \tag{51}
\end{align*}
$$

| $R / a$ | $\mu(R / a)$ |  | $R / a$ | $\mu(R / a)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | $D=3$ | $D=2$ |  | $D=3$ | $D=2$ |
| $2^{-5}$ | 327.4 | 192.7 | $2^{0.5}$ | 0.5813 | 0.4919 |
| $2^{-4.5}$ | 178.3 | 108.6 | $2^{1}$ | 0.3146 | 0.2696 |
| $2^{-4}$ | 97.17 | 61.57 | $2^{1.5}$ | 0.1678 | 0.1456 |
| $2^{-3.5}$ | 52.76 | 35.02 | $2^{2}$ | 0.0883 | 0.07745 |
| $2^{-3}$ | 30.20 | 20.98 | $2^{2.5}$ | 0.04596 | 0.04073 |
| $2^{-2.5}$ | 17.11 | 12.52 | $2^{3}$ | 0.02368 | 0.02060 |
| $2^{-2}$ | 9.986 | 7.629 | $2^{3.5}$ | 0.01213 | 0.01097 |
| $2^{-1.5}$ | 5.790 | 4.567 | $2^{4}$ | 0.006155 | 0.005385 |
| $2^{-1}$ | 3.331 | 2.688 | $2^{4.5}$ | 0.003125 | 0.002889 |
| $2^{-0.5}$ | 1.892 | 1.554 | $2^{5}$ | 0.001579 | 0.001380 |
| $2^{0}$ | 1.057 | 0.8817 | $2^{6}$ | 0.0007961 | 0.0007530 |

Table 2 The free energy per segment, $\mu(R / a) \equiv \beta a L^{-1} F(R / a)$, determined in this work over a wide range of $R / a$ for a long wormlike chain, $a / L \ll 1$ and $R \ll L$. The data were numerically calculated from systems where the ranges of the angle $\theta$ and variable $\tilde{r}$ were divided into $M$ and $N$ representative nodes. $N=80$ and $M=401$ were used in this calculation.
where $\mu$ and $\Psi_{0}$ are the ground-state eigenvalue and eigenfunction, respectively. The solution depends on the ratio $R / a$. Thus the free energy of the system is

$$
\begin{equation*}
\beta F=\mu L / a+\ldots \tag{52}
\end{equation*}
$$

This problem is accompanied by the natural boundary conditions

$$
\begin{align*}
\left.\frac{\partial}{\partial \theta} \Psi_{0}(\tilde{r}, \theta)\right|_{\tilde{r}=0} & =0  \tag{53}\\
\left.\frac{\partial}{\partial \tilde{r}} \Psi_{0}(\tilde{r}, \theta)\right|_{\tilde{r}=0} & =0 \tag{54}
\end{align*}
$$

and

$$
\begin{equation*}
\left.\frac{\partial}{\partial \theta} \Psi_{0}(\tilde{r}, \theta)\right|_{\theta=0, \pi}=0 \tag{55}
\end{equation*}
$$

The specification of the boundary condition at $\tilde{r}=1$ follows the fact that a chain end pointing in a direction within the range $\theta=[0, \pi / 2]$ is allowed and otherwise disallowed

$$
\begin{equation*}
\Psi_{0}(\tilde{r}=1, \theta)=0, \quad \text { if } \theta>\pi / 2 \tag{56}
\end{equation*}
$$

Similar conditions were used for various related systems where the presence of a confinement hard wall requires a $\mathbf{u}$ dependent boundary condition. ${ }^{6,21,44,45}$

In Appendix A we outline a numerical procedure that can be used to solve this eigenproblem. For each given value of $R / a$ we must carry out the eigenvalue-eigenfunction calculation through an iterative procedure. The resulting $\mu$ for a set of $R / a$ is displayed by circles in Fig. 1 and listed in Table. 2, covering a significant range of $R / a$. In the large $R / a$ limit, the


Fig. 3 [Color online] Normalized density-profile plots for a three-dimensional $(D=2)$ and two-dimensional $(D=2)$ wormlike chain confined inside a spherical cavity and circle, respectively. In (a) and (b), the density is shown by grey scale for systems having the radius/Kuhn length ratio (i) $R / a=2^{-5}$, (ii) $2^{-4.5}$, (iii) $2^{-4}$, (iv) $2^{-3}$, (v) $2^{-2}$, (vi) $2^{-1}$, (vii) 2 , and (viii) $2^{3}$. The low- to high-density regions are represented by the light to dark colors respectively. In (c) and (d), the density is shown as a function of $r / R$ for $R / a=2^{-5}$ (blue), $2^{-4.5}$ (green), $2^{-4}$ (red), $2^{-3}$ (cyan), $2^{-2}$ (magenta), $2^{-1}$ (brown), 2 (purple), $2^{3}$ (gray), and $2^{6}$ (olive). In addition, we have plotted the Gaussian-chain density, Eqs. 25 and 26 for $D=3$ and $D=2$ respectively, as the black curve.
data approaches the analytically asymptotic limit in Eq. 20, which is plotted in Fig. 1 as the straight solid line.

The numerical data calculated by Smyda and Harvey ${ }^{28}$ using Monte Carlo techniques for $D=3$ is plotted as squares in Fig. 1(a). In the high $R / a$ regime, the data from the current study and Ref. 28 agrees well; as matter of fact, the data associated with the open squares were simulated using a freelyrotating chain model rather than the wormlike chain model. In the mid $R / a$ regime, the two sets of data begin to deviate; this can be attribute to the fact that the wormlike chain model used by Smyda and Harvey is a discrete version of the continuum model considered here in Eq. 30. In an idealized discrete model, the length of the straight polymer segment should be
much less than the confining radius. In actual implementation, near the strong confinement regime the finite length of such a segment starts to display finite-size effects on top of the properties described by a continuum model.

The numerical solution to the MDE allows us to calculate the monomer density distribution profile, normalized to unity,

$$
\begin{equation*}
\rho(\tilde{r})=\frac{\int_{0}^{\pi} \Psi_{0}(\tilde{r}, \theta) \Psi_{0}(\tilde{r}, \pi-\theta) \sin ^{D-2} \theta \mathrm{~d} \theta}{\int_{0}^{\pi} \int_{0}^{1} \Psi_{0}(\tilde{r}, \theta) \Psi_{0}(\tilde{r}, \pi-\theta) \tilde{r}^{2} \sin ^{D-2} \theta \mathrm{~d} \tilde{r} \mathrm{~d} \theta} \tag{57}
\end{equation*}
$$

We display the data in Fig. 3 using two methods. Density plots were made in Figs. 3(a) and (b) to visualize the density variation over the confined region. The function $\rho(\tilde{r})$ itself is


Fig. 4 [Color online] Average monomer-to-center distance, $\langle r\rangle / R$, as a function of $R / a$ for (a) $D=3$ and (b) $D=2$ in the full $R / a$ range. The asymptotic limit in large $R / a$ is $\langle\tilde{r}\rangle=\alpha^{\prime}$ as defined in Eq. 2, where $\alpha^{\prime}=1 / 2$ for $D=3$, and $0.4042 \ldots$ for $D=2$, both listed in Table 1.
plotted in Figs. 3(c) and (d) for various values of $R / a$. In the $R / a \gg 1$ limit, the density profile approaches the asymptotic behavior, determined from the Gaussian model, illustrated by the black curve in the figure; most polymer segments are located near the central region, staying away from the confining wall. On the other hand, in the $R / a \ll 1$ limit, the wormlike chain seeks a configuration that allows for the minimum cost of the bending energy; the entire polymer wraps around the interior wall surface of the confinement cavity. When the radius is significantly smaller than $a$, a thin concentrated layer forms near the edge of the spherical shell. This result is consistent with recent experimental observations. ${ }^{46,47}$

On the basis of $\rho(\tilde{r})$, we can then evaluate the average monomer distance from the center,

$$
\begin{equation*}
\langle r\rangle / R=\int_{0}^{1} \rho(\tilde{r}) \tilde{r}^{D} \mathrm{~d} \tilde{r} \tag{58}
\end{equation*}
$$

for various $R / a$. The numerical results are plotted in Fig. 4 in a semilogarithmic plot; also shown in the figure, is the fitted empirical formula, Eq. 7, which is plotted as the solid curve behind the symbols.

The wormlike-chain formalism deals with directional ordering in the system as a variable. In the current problem the polymer segments make a parallel arrangement with the wall surface, excluded from the hard-wall confinement. To visualize the orientational order in the system, we examine the order-parameter profile,

$$
\begin{equation*}
S(\tilde{r})=\frac{\int_{0}^{\pi} \Psi_{0}(\tilde{r}, \theta) \Psi_{0}(\tilde{r}, \pi-\theta)\left[\left(3 \cos ^{2} \theta-1\right) / 2\right] \sin \theta \mathrm{d} \theta}{\int_{0}^{\pi} \Psi_{0}(\tilde{r}, \theta) \Psi_{0}(\tilde{r}, \pi-\theta) \sin \theta \mathrm{d} \theta} \tag{59}
\end{equation*}
$$

for $D=3$, and the order-parameter profile

$$
\begin{equation*}
S(\tilde{r})=\frac{\int_{0}^{2 \pi} \Psi_{0}(\tilde{r}, \theta) \Psi_{0}(\tilde{r}, \pi-\theta)(\cos 2 \theta) \mathrm{d} \theta}{\int_{0}^{2 \pi} \Psi_{0}(\tilde{r}, \theta) \Psi_{0}(\tilde{r}, \pi-\theta) \mathrm{d} \theta} \tag{60}
\end{equation*}
$$

for $D=2$ in Fig. 5. These definitions are consistent with those defined in a liquid-crystal system in both dimensions. A value of $S=-1 / 2$ or a value of $S=-1$ in $D=3$ or $D=2$, for example, characterizes the perfect alignment of the polymer segment along a direction perpendicular to $\hat{e}_{r}$ (i.e., $\theta=\pi / 2$ ). In Figs. 5(a) and (b), we present density plots of $S(\tilde{r})$ and in Figs. 5(c) and (d), we plot the function $S(\tilde{r})$ itself, for various values of $R / a$ of interest in this paper, over the entire region of confinement. In the weak-confinement region when $R / a \gg 1$, most polymer segments display orientational disorderness $S=0$ in the central region where the segment density is the highest. From the original function $\Psi_{0}(\tilde{r}, \theta)$ we can also deduce that orientationally the polymer segments order in parallel with the wall surface near $\tilde{r}=1$; the polymer density in this region, however, is low; hence the plot for $R / a=2^{3}$ displays an overall low magnitude. In the strong confinement region when $R / a \ll 1$, the segment density is high near the confinement wall; the orientational order parameter approaches $-1 / 2$ for $D=3$ and -1 for $D=2$ in this region.

### 3.4 Strong confinement limit $R / a \ll 1$

In this section we analyze the structure of the MDE in Eq. 51, in order to analytically obtain the eigenvalue $\mu$ in the strong confinement limit $R / a \ll 1$. Physically, in this extreme limit, the wormlike chain polymer wrap around the hyperspherical surface. Considering the bending energy alone, from Eq. 37 we have

$$
\begin{equation*}
\beta F_{\text {bend }}=(D-1) a L / 8 R^{2} . \tag{61}
\end{equation*}
$$

Thus, according to Eq. 5,

$$
\begin{equation*}
\mu_{\mathrm{bend}}=\frac{D-1}{8}\left(\frac{a}{R}\right)^{2} . \tag{62}
\end{equation*}
$$

To validate this argument that the bending energy dominates over the entropic effects, we mathematically deduce from the differential equation in Eq. 51 that $A$ yields the same result; this is done below.

We start the discussion with the fact that for $R / a \ll 1$ the density distribution function in Fig. 3 is significant only in the vicinity of $\tilde{r}=1$. We introduce a new variable $\xi$ instead of $\tilde{r}$,

$$
\begin{equation*}
\tilde{r}=1-C \xi \tag{63}
\end{equation*}
$$

where $C$ is asymptotically small. For the region beyond the immediate vicinity of $\theta=\pi / 2$, the MDE in Eq. 51 is dominated by

$$
\begin{equation*}
\frac{a}{R} \frac{\cos \theta}{B} \frac{\partial}{\partial \xi} \psi(\xi, \theta)=-\mu \psi(\xi, \theta) \tag{64}
\end{equation*}
$$



Fig. 5 [Color online] Orientational order parameter profiles for a three-dimensional $(D=3)$ and two-dimensional $(D=2)$ wormlike polymer confined in a spherical cavity and a circle, respectively. In plots (a) and (b), the order parameter is plotted in a grey scale, for (i) $R / a=2^{-5}$, (ii) $2^{-4.5}$, (iii) $2^{-4}$, (iv) $2^{-3}$, (v) $2^{-2}$, (vi) $2^{-1}$, (vii) 2 , and (viii) $2^{3}$. The low- to high-orientational order regions are represented by light to dark colors. In plots (c) and (d), the order parameter is plotted as a function of $r / R$, for systems having the radius/Kuhn length ratio $R / a=2^{-5}$ (blue), $2^{-4.5}$ (green), $2^{-4}$ (red), $2^{-3}$ (cyan), $2^{-2}$ (magenta), $2^{-1}$ (brown), 2 (purple), $2^{3}$ (gray) and $2^{6}$ (olive). Note that an idealized perfect orientational order in $D=3$ and $D=2$ has the value $S=-1 / 2$ and -1 , respectively.
where

$$
\begin{equation*}
\psi(\xi, \theta)=\Psi_{0}(1-C \xi, \theta) \tag{65}
\end{equation*}
$$

As we expect $\mu \propto(a / R)^{2}$, matching the order of magnitude on both sides of the equation, we obtain

$$
\begin{equation*}
C=R / a . \tag{66}
\end{equation*}
$$

Therefore, we draw our first conclusion on the scaling relation

$$
\begin{equation*}
\langle\tilde{r}\rangle=1-\alpha R / a+\ldots \tag{67}
\end{equation*}
$$

in the asymptotic limit $R / a \ll 1$. The constant $\alpha$ appears in Eq. 2.

Now, near $\theta=\pi / 2$, the first and third terms on the left-hand side of Eq. 51 become more important than the second term. Taking

$$
\begin{equation*}
\theta=\pi / 2-(R / a) \zeta \tag{68}
\end{equation*}
$$

for a moderate $\zeta$, for small $R / a$ we can rewrite Eq. 51 as

$$
\begin{equation*}
\left[\frac{2}{D-1} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \zeta^{2}}-\frac{\mathrm{d}}{\mathrm{~d} \zeta}\right] f(\zeta)=-\tilde{\mu} f(\zeta) \tag{69}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\zeta)=\Psi_{0}\left(1, \frac{\pi}{2}-\frac{R}{a} \zeta\right) \tag{70}
\end{equation*}
$$

and $\mu=A(a / R)^{2}$. The function has value in the $\zeta>1$ regime and connects to the boundary condition in Eq. 56 by $f(0)=0$.

There exist two cases for the solution of this second-order linear differential equation. In the first case, $f(\zeta)$ has a formal solution

$$
\begin{equation*}
f(\zeta)=c_{+} \mathrm{e}^{v_{+} \zeta}+c_{-} \mathrm{e}^{v_{-} \zeta} \tag{71}
\end{equation*}
$$

where $c_{ \pm}$are constants and $v_{ \pm}$are non-repeated roots of the characteristic equation

$$
\begin{equation*}
\frac{2}{D-1} v^{2}-v=-A, \tag{72}
\end{equation*}
$$

which has the roots

$$
\begin{equation*}
v_{ \pm}=(D-1)\left(1 \pm \sqrt{1-A / A_{\mathrm{bend}}}\right) / 4 \tag{73}
\end{equation*}
$$

where $A_{\text {bend }}=(D-1) / 8$. Note that the expression inside the square root is always negative or zero, because we expect $A \geq$ $A_{\text {bend }}$. The negative value creates an oscillating solution for $f(\zeta)$, which, by the original definition of the partition function, must be positive-definite and cannot be oscillative. Hence, the case of two roots is ruled out.

We are then left with the second case, where the two roots are identical,

$$
\begin{equation*}
v_{0}=(D-1) / 4 \tag{74}
\end{equation*}
$$

In this case, we have a general solution

$$
\begin{equation*}
f(\zeta)=c_{1} \mathrm{e}^{v_{0} \zeta}+c_{2} \zeta \mathrm{e}^{\nu_{0} \zeta} \tag{75}
\end{equation*}
$$

Upon consideration of the boundary condition, we have $c_{1}=0$ and keep the second term. The requirement of double roots hence yields

$$
\begin{equation*}
A=A_{\text {bend }}=(D-1) / 8 \tag{76}
\end{equation*}
$$

This completes our analysis of $\mu$ in the $R / a \ll 1$ limit.
Therefore, in the extreme case when $R / a \rightarrow 0$, the wormlike chain is pushed to the confining wall and behaves no differently from a chain directly confined on the surface of the sphere $(D=3)$ or the perimeter of the circle $(D=2)$. This paper concerns a long wormlike chain polymer ( $L \gg a$ and $L \gg R$ ) which makes many wrapping turns on the spherical surface and losses the directional correlation after these turns. For a shorter wormlike chain polymer, the correlation between the wrapping turns must be considered as studied by Spakowitz and Wang ${ }^{48}$ for a wormlike chain on a spherical surface and Lin et al. ${ }^{49}$ for a wormlike chain on a cylindrical surface.

## 4 Summary

In summary, through solving the eigenvalue problem of the modified diffusion equation that the probability function of a confined wormlike chain satisfies, we have determined the free energy and conformational properties of a wormlike polymer
confined in a spherical cavity, with an explicit dimensionality $(D)$ dependence. The strong- and weak-confinement limits were examined mainly by analytic methods, whereas the crossover region between these two limits was examined by a numerical technique. The computational tactics involved an expansion of the distribution function in terms of the Chebyshev polynomial to deal with the particular boundary conditions for the current problem.

While this paper clarifies the confined wormlike-chain structure according to the standard model in Eq. 37, by no means it attempts to address the self-avoiding wormlike-chain problem. The treatment in this paper ignores the excludedvolume interaction between polymer segments. For a qualitatively analysis, let us assume that the structure within the sphere can be dissected layer by layer, similar to peeling an onion. In a $R / a \ll 1$ system, the inner core has a low monomer density, but within a layer having a distance $r \sim R^{2} / a$ away from the outmost layer, a high monomer density is expected. The effective volume occupied by the polymer segments is then $V \sim 4 \pi R^{2} \times r \sim 4 \pi R^{4} / a$. From earlier work, ${ }^{4,39,40,50}$ we understand that when the reduced density $d a L / V$ reaches an approximate magnitude $d a L / V \sim 10$, a wormlike segment experiences a high Onsager interaction potential and starts to make an orientational order in parallel to the direction of nearby segments, where $d$ is the diameter of a wormlike filament. Hence, when the condition $d a L / V \sim L d a^{2} / 4 \pi R^{4} \sim 10$ is satisfied, near the confinement wall, significant orientational ordering is expected.

Now, the topological frustration between a nematic field and the finite geometry on a spherical surface can produce orientational-order disclinations within these high density layers. ${ }^{51-54}$ In a recent Monte Carlo study of a polyelectrolyte adsorbed on an oppositely charged spherical surface, Angelescu et al. indicated that the orientational texture could either be a perfect helicoidal or tennis-ball alike ${ }^{55}$ and further speculated that the electroetatic interaction is the cause of the non perfect helicoidal conformation; in another Monte Carlo study, a wrapped wormlike chain on spherical surface was considered where the excluded-volume effects were modeled by no electrostatic interaction; Zhang and Chen gave a concrete numerical evidence that at relatively high segment densities, the directionally ordered state is a conformation similar to the texture on the tennis-ball surface, not helicoidal. ${ }^{56}$ Hence, it is reasonable to expect that in the self-excluding wormlikechain confinement problem, the ordered ourmost layers near the confinement wall display orientational-order disclinations, similar to those seen in a liquid-crystal problem. Attention to this type of details, however, has not been paid in recent Monte Carlo simulations. ${ }^{26,29}$

It should be noted that the inclusion of the excluded-volume effects in the current treatment is possible. One can introduce an Onsager-like interaction energy, ${ }^{57,58}$ which in turn shows
up as a self-consistent field, to be inserted into Eq. 39. ${ }^{59}$ This theoretical treatment is at an approximation level similar to the Flory treatment of the excluded-volume interaction. Then, for a $D=3$ problem, we must solve a five-variable diffusion equation (three for $\mathbf{r}$ and two for $\mathbf{u}$ ) within the ground state dominating approximation that removes the variable $s$ in Eq. 39. Although recent progress has been made in solving a similar equation for a periodic structure with all variables presented, ${ }^{42,60}$ the modification of the algorithm for the current problem remains a challenging task.
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## A Appendix

In this Appendix, we layout the numerical steps used to solve the eigenvalue problem presented in Eq. 51 for the threedimensional case, $D=3$. The $D=2$ case can be dealt with in a similar way and thus is not discussed here. The main idea is to use an updating scheme that improves the previous guess for the eigen function $\Psi_{0 \text { (old) }}(\tilde{r}, \theta)$. An initial guess is needed to implement this scheme.

We treat the entire square brackets on the left-hand side of Eq. 51 by separating it into three operators gives

$$
\begin{gather*}
\hat{\mathcal{L}}_{1}=\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right),  \tag{77}\\
\hat{\mathcal{L}}_{2}=-\frac{a}{R} \cos \theta \frac{\partial}{\partial \tilde{r}}, \tag{78}
\end{gather*}
$$

and

$$
\begin{equation*}
\hat{\mathcal{L}}_{3}=\frac{a}{R} \frac{\sin \theta}{\tilde{r}} \frac{\partial}{\partial \theta} . \tag{79}
\end{equation*}
$$

We then find a new function, $\Psi_{0(\text { new })}(\tilde{r}, \theta)$, from solving

$$
\begin{equation*}
\Psi_{0(\text { new })}=\Psi_{0(\text { old })}+\epsilon\left[\left(\hat{\mathcal{L}}_{1}+\hat{\mathcal{L}}_{3}\right) \Psi_{0(\text { new })}+\hat{\mathcal{L}}_{2} \Psi_{0(\text { old })}\right] \tag{80}
\end{equation*}
$$

where $\epsilon$ is a small parameter. The assumption is that, once the difference $\left[\Psi_{0(\text { new })}-\Psi_{0(\text { old })}\right] / \epsilon$ converges to a constant $-\tilde{\mu}$, we obtain both eigenvalue and eigenfunction.

To deal with the hard-wall boundary condition in Eq. 56 properly while enjoying the numerical precision of a spectral method, we use the Chebyshev spectral method ${ }^{61,62}$ rather than the spherical-harmonic based spectral method, ${ }^{60}$ to treat the derivatives on the $\theta$ dependence. We divided the range $[0,1]$ for $\tilde{r}$ into $N$ nodes, $\tilde{r}_{i}$, where $i=1,2,3, \ldots N$, and the range $[0, \pi]$ for $\theta$ into $M$ nodes, $\theta_{j}$, where $j=1,2,3, \ldots M$. The node $\theta_{j}$ was adopted such that $\cos \theta_{j}$ corresponds to the Chebyshev nodes. ${ }^{61} M$ is selected to be an odd number. The function $\Psi_{0}$ is then represented by a matrix of size $N M, \Phi_{j i} \equiv \Psi_{0}\left(\tilde{r}_{i}, \theta_{j}\right)$.

In order to use the Chebyshev spectral method, we employ the Chebyshev differentiation matrix, ${ }^{61} \Delta_{j j^{\prime}}$ where $j, j^{\prime}=$ $1,2, \ldots, M$, to represent the derivative with respect to $\theta$. As well, we introduce a tridiagonal $N \times N$ matrix

$$
\left[\bar{\Delta}_{i i^{\prime}}\right]=\frac{1}{w_{\tilde{r}}}\left[\begin{array}{cccccc}
-1 & 1 & 0 & \ldots & &  \tag{81}\\
-1 / 2 & 0 & -1 / 2 & 0 & \ldots & \\
0 & -1 / 2 & 0 & -1 / 2 & 0 & \ldots \\
& \ldots & \ldots & \ldots & \ldots & \ldots \\
& \ldots & 0 & -1 / 2 & 0 & -1 / 2 \\
& & \ldots & 0 & -1 & 1
\end{array}\right]
$$

to represent the derivative with respect to $\tilde{r}$, where the $w_{\tilde{r}}=$ $1 /(N-1)$ is the weight of each spatial node. Denoting

$$
\begin{equation*}
\Delta_{j j^{\prime}}^{2} \equiv \sum_{k=1}^{M} \Delta_{j k} \Delta_{k j^{\prime}} \tag{82}
\end{equation*}
$$

as the second-order differentiation operator, we can write

$$
\begin{gather*}
{\left[\hat{\mathcal{L}}_{1} \Psi_{0}\right]_{j i}=\sum_{j^{\prime}}\left[\Delta_{j j^{\prime}}^{2}+\frac{\cos \theta_{j}}{\sin \theta_{j}} \Delta_{j j^{\prime}}\right] \Phi_{j^{\prime} i}}  \tag{83}\\
{\left[\hat{\mathcal{L}}_{2} \Psi_{0}\right]_{j i}=-\frac{a}{R} \cos \theta_{j} \sum_{i^{\prime}} \bar{\Delta}_{i i^{\prime}} \Phi_{j i^{\prime}}}  \tag{84}\\
{\left[\hat{\mathcal{L}}_{3} \Psi_{0}\right]_{j i}=\frac{a \sin \theta_{j}}{R \tilde{r}_{i}} \sum_{j^{\prime}} \Delta_{j j^{\prime}} \Phi_{j^{\prime} i}} \tag{85}
\end{gather*}
$$

Hence, finding $\Psi_{0(\text { new })}$ by solving Eq. 80 is equivalent to obtaining

$$
\begin{equation*}
\Phi_{j i(\text { new })}=\sum_{j^{\prime}} H_{i, j j^{\prime}}^{-1}\left[\Phi_{j^{\prime}(\text { old })}+\epsilon \frac{a}{R} \cos \theta_{j^{\prime}} \sum_{i^{\prime}} \bar{\Delta}_{i i^{\prime}} \Phi_{j^{\prime} i^{\prime}(\text { old })}\right] \tag{86}
\end{equation*}
$$

where for every given $i, H_{i, j j^{\prime}}^{-1}$ is the matrix element of the inverse matrix of the $M \times M$ matrix defined by the element

$$
\begin{equation*}
H_{i, j j^{\prime}} \equiv \delta_{j j^{\prime}}-\epsilon\left[\Delta_{j j^{\prime}}^{2}+\frac{\cos \theta_{j}}{\sin \theta_{j}} \Delta_{j j^{\prime}}+\frac{a \sin \theta_{j}}{R \tilde{r}_{i}} \Delta_{j j^{\prime}}\right] \tag{87}
\end{equation*}
$$

where $j, j^{\prime}=1,2,3, \ldots, M$.
We pay special attention to properly handel the boundary conditions. While the elements of the $H$ matrix are written in the last paragraph in a general form, the expression must be revised for special cases. At $\theta=0$, the boundary condition in Eq. 55 implies

$$
\begin{equation*}
\hat{\mathcal{L}}_{1} \Psi_{0}=\left.\left(\frac{\partial^{2} \Psi_{0}}{\partial^{2} \theta}+\frac{\cos \theta}{\sin \theta} \frac{\partial \Psi_{0}}{\partial \theta}\right)\right|_{\theta=0}=\left.2 \frac{\partial^{2} \Psi_{0}}{\partial^{2} \theta}\right|_{\theta=0} \tag{88}
\end{equation*}
$$

Hence

$$
\begin{equation*}
H_{i, 1 j^{\prime}} \equiv \delta_{1 j^{\prime}}-2 \epsilon \Delta_{1 j^{\prime}}^{2} \tag{89}
\end{equation*}
$$

Similar modification should be made to $H_{i, M j^{\prime}}$.
The hard-wall boundary condition in Eq. 56 for $\tilde{r}=1$ (or $i=N$ ) can be enforced in an implicit way. At $\tilde{r}=1$, we require $\Psi_{j, N(\text { new })}=0$ if $j \geq(M+1) / 2$; thus only half of $\Phi_{j N}(j \leq(M-$ 1)/2) need to be calculated from Eq. $86,{ }^{61}$ i.e., Eq. 86 becomes
$\Phi_{j N(\text { new })}=\sum_{j^{\prime}} H_{N, j j^{\prime}}^{-1}\left[\Phi_{j^{\prime} N(\text { old })}+\epsilon \frac{a}{R} \cos \theta_{j^{\prime}} \sum_{i^{\prime}} \bar{\Delta}_{N i^{\prime}} \Phi_{j^{\prime} i^{\prime}(\mathrm{old})}\right]$
where $H_{N, j j^{\prime}}$ is a $[(M-1) / 2] \times[(M-1) / 2]$ matrix which has the same definition in Eq. 87 but $j, j^{\prime}=1,2,3, \ldots,(M-1) / 2$.

At $\tilde{r}=0(i=1)$, according to the boundary condition in Eqs. 53 and 54, we require $\sum_{j^{\prime}} \Delta_{j j^{\prime}} \Phi_{j^{\prime} 1}=0, \sum_{j^{\prime}} \Delta_{j j^{\prime}}^{2} \Phi_{j^{\prime} 1}=0$ and $\sum_{i^{\prime}} \bar{\Delta}_{i i^{\prime}} \Psi_{0}=0$. Thus $\Phi_{j 1(\text { new })}$ should be determined by solving

$$
\begin{equation*}
\epsilon \frac{a}{R} \cos \theta_{j}^{\prime} \sum_{i^{\prime}} \bar{\Delta}_{1 i^{\prime}} \Phi_{j i^{\prime}(\text { new })}=0 \tag{91}
\end{equation*}
$$

after all $\Phi_{j i(\text { new })}$ for $i \geq 2$ are obtained. Furthermore, $\Psi_{0}(\tilde{r}, \theta)$ is actually a constant at $\tilde{r}=0$. Therefore an additional average was performed to enforce this constraint

$$
\begin{equation*}
\Phi_{j 1(\text { new })} \Leftarrow \frac{\sum_{j} \sin \theta_{j} w_{j} \Phi_{j 1(\text { new })}}{\sum_{j} \sin \theta_{j} w_{j}} \tag{92}
\end{equation*}
$$

where $w_{j}$ is the weight of the $j$-th Chebyshev node.
Two parameters are defined,

$$
\begin{align*}
& \mu_{1}=-\frac{\int_{0}^{\pi} \int_{0}^{1}\left[\left(\Psi_{0(\text { new })}-\Psi_{0(\text { old })}\right) / \epsilon\right] \tilde{r}^{2} \sin \theta \mathrm{~d} \tilde{r} \mathrm{~d} \theta}{\int_{0}^{\pi} \int_{0}^{1} \Psi_{0(\text { old })} \tilde{r}^{2} \sin \theta \mathrm{~d} \tilde{\mathrm{r}} \theta}  \tag{93}\\
& \mu_{2}^{2}=-\frac{\int_{0}^{\pi} \int_{0}^{1}\left[\left(\Psi_{0(\text { new })}-\Psi_{0(\text { old })}\right) / \epsilon\right]^{2} \tilde{r}^{2} \sin \theta \mathrm{~d} \tilde{r} \mathrm{~d} \theta}{\int_{0}^{\pi} \int_{0}^{1}\left(\Psi_{0(\text { old })}\right)^{2} \tilde{r}^{2} \sin \theta \mathrm{~d} \tilde{r} \mathrm{~d} \theta} \tag{94}
\end{align*}
$$

The iteration was considered convergent once $\left|\mu_{1}-\mu_{2}\right| / \mu_{2} \leq$ $10^{-5}$ and then $\mu_{1}$ is the numerical solution for $\mu$ in Eq. 51.

Normalization was made after every update,

$$
\begin{equation*}
\Psi_{0(\text { new })} \Leftarrow \frac{\Psi_{0(\text { new })}}{\int_{0}^{\pi} \int_{0}^{1} \Psi_{0(\text { new })}(\tilde{r}, \theta) \Psi_{0(\text { new })}(\tilde{r}, \pi-\theta) \tilde{r}^{2} \sin \theta \mathrm{~d} \tilde{r} \mathrm{~d} \theta} \tag{95}
\end{equation*}
$$

to stabilize the overall numerical scheme. This normalization does not affect the eigen problem in Eq. 51, and is used to avoid exponential diminishing of the stored eigenfunction. The normalized function $\Psi_{0 \text { (new) }}$, is then used as $\Psi_{0 \text { (old) }}$ in the next step of iteration.

Larger $N$ and $M$ permit a higher numerical resolution and allow us to describe sharper density distribution $\Psi_{0}(\tilde{r}, \theta)$ when $a / R$ is small. A finer grid system also requires smaller $\epsilon$, which is a numerical parameter used to control the convergence of the algorithm. In current work, $N, M$ and $\epsilon$ were set as 80,401 , and $10^{-5}$, respectively.
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