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Abstract
This article discusses the nature of implicit knowledge, something which is considered to be highly influential in learning. The notion of implicit knowledge is important in conceptualising studies exploring student thinking and learning in chemistry, and in considering how the results of such studies should be interpreted to inform teaching. Research on cognition suggests that a good deal of the knowledge that people call upon in interpreting their world and making decisions is not accessible to conscious introspection. This has consequences in chemistry education research as individuals are not able to directly report implicit knowledge - so it can only be elicited indirectly. A corollary is that the results of many research studies reporting student conceptions in chemistry need to be understood as reflecting - at least in part - cognition drawing upon implicit knowledge. The distinction between explicit and implicit knowledge is an important one in understanding chemistry learning given that implicit knowledge operates automatically in cognition without deliberation. This suggests that strategies designed to counter students’ alternative conceptions may need to quite different when such ideas derive from the operation of implicit knowledge rather than students’ explicit knowledge. The importance of implicit knowledge elements sometimes labelled as p-prims has been widely recognised in physics education research, and it is argued here that research into student thinking and learning in chemistry needs to take more account of the distinction between explicit and implicit knowledge elements if it is to better inform teaching. Research is needed to understand the repertoire and action of implicit knowledge elements active in chemistry learning. This will then facilitate the design of studies to test out teaching approaches that can recruit the most suitable implicit knowledge elements to support learning of canonical chemical ideas.

Introduction
This article explores the theoretical perspective of the role of implicit knowledge in learning chemistry and considers its significance in the research programme to inform chemistry teaching through exploring the contingent nature of student learning. In this programme it is assumed that learning is contingent on, and channelled by, existing knowledge and understanding. The assumption is that teachers should be able to teach better if they have a good understanding of what
students understand, and how they think about the topics to be studied - including whether they hold any alternative conceptions. The article begins by considering the notion of implicit knowledge and how it relates to how knowledge is more generally understood in studies of learners’ ideas. Having set out what is meant by implicit knowledge, the article then discusses how implicit knowledge acts in cognition and how it comes to be acquired. Key work which has considered the role of implicit knowledge elements in learning science is then reviewed, before considering how these ideas have been adopted in studies exploring student thinking in chemistry. Given the limited amount of work in this area within chemistry education research (CER), and the potential value of this perspective, the challenges of developing the research programme in this direction are considered.

The nature of a learner’s knowledge

A central concern in chemistry education is learners’ knowledge and understanding. Students are assessed largely in terms of their knowledge and understanding of the subject. Chemistry teaching is - not exclusively, but to a large extent - concerned with developing learners’ knowledge and understanding of the subject. Those teaching the subject are advised that teaching needs to take into account the learners’ prior knowledge and understanding (Driver & Easley, 1978; Gilbert, Osborne, & Fensham, 1982; Taber, 2014a), and are encouraged to undertake diagnostic assessment to inform their teaching (Taber, 2002, 2014b; Treagust, 1995, 2006). Understandably, key books reporting CER give prominence to studies of student knowledge and understanding of the subject (Gilbert, de Jong, Justi, Treagust, & Van Driel, 2002; Gilbert & Treagust, 2009; Tsaparlis & Sevian, 2013).

Terms such as ‘knowledge’ and ‘understanding’ are ubiquitous in the discourse of education, although they are seldom operationally defined in reports of CER. Such widely used (and, one would expect, understood) terms are commonly taken-for-granted in educational writing, yet it seems less clear that the ‘implicit knowledge’ discussed in this article (i.e. knowledge a person applies that they are not able to deliberately access) would be accepted as ‘knowledge’ in the everyday sense of the word. It is therefore important to clarify the use of the terms ‘knowledge’ and ‘implicit knowledge’ when used as technical terms (as in CER research).

Explicit and implicit knowledge

A distinction that is important for understanding learning is between knowledge that can be classed as explicit or as implicit. Implicit knowledge could be understood as the things we know (in the sense of being able to take them into account in making decisions for example) but are not aware that we know. The phenomenon of implicit knowledge may be illustrated by a medical condition known as blindsight (Gazzaniga, Fendrich, & Wessinger, 1994). This is a condition where a person claims they cannot see, and indeed genuinely seems to not have ‘normal’ visual experience because of some form of damage in the brain, but nonetheless retains the ability to report some information perceived visually. If a doctor asks a patient with this condition to identify an object being held in front of them, they will not be able to do so, as they cannot see the object. That is, they have no conscious experience of vision. Yet if they are instead persuaded to guess what the object is, then they can often give accurate reports. In some sense they can apply information from the visual field, but they are not aware of seeing an object. Although useful knowledge is represented in the brain the person with blindsight is not aware of this and experiences the activation of this knowledge as no more than having a hunch.

This condition seems quite bizarre. It seems to occur when the main neural pathways concerned with vision become damaged. However, the brain has auxiliary pathways for processing sensory
information from the retina although these do not lead to the usual visual experience of seeing the world. A person with normal vision will see the doctor holding a pen or some other object and will be aware of this. The person with blindsight does not ‘see’ in this usual sense, and has no conscious awareness that they are processing visual information, yet the processing has gone on within the ‘cognitive system’ (i.e. the processing system within the central nervous system that supports our cognition). At some level the person with blindsight who is able to identify objects being ‘shown’ to them has ‘knowledge’ of objects in the visual field (as shown by the successful ‘guessing’), but they are not aware of that knowledge and would deny having it. Although blindsight is very rare, it reflects a general principle that the thinking we are consciously aware of reflects only a small part of the processing that occurs within our cognitive systems, and more significantly for the present article, that not all the knowledge applied by people is explicit knowledge: knowledge that they are aware they have and can deliberately access. Rather, much knowledge is implicit in the sense that we may draw upon it without being aware of doing so. Put simply, we would be unable to confidently answer the question ‘how did you know that?’

A relevant concept here is intuition, something which can play an important role in much informal decision-making. This contrasts with the form of decision-making that uses explicit criteria to evaluate options, and which allows a decision to be justified through a logical chain of argument. We might wish to label this as scientific decision-making (Newton, Driver, & Osborne, 1999), although it may be more generally thought of as deliberate decision making in the sense that it relies on conscious deliberation. This type of process is open to explanation, and re-checking. However, in everyday life many of our decisions are not subject to such a deliberate process, but rather we may just ‘go with our gut instinct’ (cf. Claxton, 1993). Sometimes such decision-making leads to us being confident that we have made the correct decision, even though we cannot explain the basis of the decision beyond reporting that it ‘felt right’.

Intuition is not necessarily a poor basis for decision-making. For one thing, it provides a much faster process than deliberate decision-making. We simply could not function effectively if we needed to approach every one of the myriad decisions we need to make in everyday life through a process of consciously setting out all the options, selecting criteria, mustering available evidence, considering alternative scenarios by running mental simulations...and so forth each time we needed to decide which jacket to wear or whether to have tea or coffee, or which writing implement to pick up to make a note. It is now widely accepted that many aspects of human cognition can be understood by considering that there are two complementary systems at work (Evans, 2008): system 1 (also referred to by different theorists using terms such as automatic, experiential, heuristic, implicit, associative, holistic, reflective and impulsive) and system 2 (also variously labelled with such terms as controlled, rational, systematic, explicit, analytic, reflective and higher order).

Intuition is certainly not a mystical process, even if it seems a mysterious one. Intuition can often be highly honed and is ‘educated’ in the sense of drawing upon considerable experience (diSessa, 1983). This is perhaps related to what Louis Pasteur meant by chance favouring a prepared mind. Our brains are able to use experience to develop cognitive resources that support us in our work even though we may not be aware of their existence. Experience in a field of activity enables us to see things others do not. So, for example, an experienced paleontologist can often spot small fossil fragments that do not stand out from their context to the casual observer, even though they may not be able to report that they are looking for any particular feature - rather they have developed expertise in visual recognition of fossil candidates through the trial and error of a great many hours...
of doing the work. Similar effects are found in learning to see like an expert through a microscope or telescope.

The chemist and philosopher Michael Polanyi (1962, 1970) argued that scientific work relies heavily on what he termed ‘tacit knowledge’ and this can be very clear in the laboratory where, for example, a technician with many hours of experience with a particular instrument can often use it effectively even when others working in the lab may consider it temperamental and unreliable. The technician has developed specific tacit knowledge of how to get the best out of that particular instrument. This can be quite a significant phenomenon as the sociologist of science Harry Collins (2010) reports that despite the scientific practice of detailing new techniques in scientific papers, knowledge-transfer between laboratories is sometimes only possible by scientists visiting and spending time in a lab where a new technique or instrument has been perfected: the kind of specialised (tacit) knowledge needed to master the technique is not consciously available so it cannot be specified in technical papers. Rather it is a matter of seeing, and copying, and ‘getting a feel’ for what is needed. Van Eijck and Roth discuss a parallel situation where a scientist working in a salmon hatchery was unable to replicate a technique that an experienced fish culturist of high technical expertise was able to recreate readily. Despite an experimental set up described as “simplicity itself” and the scientist being characterised as having an “abundance of scientific knowledge” there was a flaw in his approach where “he didn’t have that insight to try to figure out” (van Eijck & Roth, 2007, p. 941).

Polanyi did not just see tacit knowledge as related to laboratory activity. He referred to what he called the “unaccountable element in science” (Polanyi, 1962/1969), that prevented scientific work being reduced to following learnt algorithms - akin to the more simplistic notions of a scientific method that have been criticised as misrepresenting scientific processes in some school science curriculum documents (Hofstein & Kind, 2012; Taber, 2008b). Scientific work has both divergent phases of exploration and convergent phases of logical justification through argumentation (Kuhn, 1959/1977). Scientific research reports occupy a genre that generally offers a tidy, idealistic account of what seems in retrospect (the context of justification) a linear process of research (Medawar, 1963/1990). Yet the logical argument in a research paper only reflects part of the scientific process: science also relies on creative, imaginative thinking that largely takes place away from consciousness (Taber, 2011) and draws upon our implicit knowledge or intuition.

Is ‘implicit knowledge’ really knowledge?

Before preceding it is useful to explore how the term knowledge is to be understood in this article. Van Eijck and Roth’s fish culturist referred to the highly knowledgeable scientist as having a lack of ‘insight’. ‘Insight’, like ‘knowledge’, is one of a range of terms relating to mental properties and activities (‘learning’, ‘understanding’, and ‘thinking’ are other examples) which are ubiquitous in educational discourse. That is, teachers and others working in education regularly refer to ‘knowledge’ and seem to have a sufficiently shared understanding of the term for their communications to generally be unproblematic. However, such terms are seldom defined in precise ways because for most professional purposes a fairly vague meaning that is understood in general terms suffices. These widely used, but seldom defined, terms for discussing mental processes and attributes have been collectively labelled the mental register (Taber, 2013b).

A core area of human cognition concerns what is known as ‘theory of mind’ which is acquired as part of normal development in childhood - such that we come to infer that others have minds like ourselves, and so are likely to have mental experiences like our own (Wellman, 2011). As this
appreciation first develops when we are very young, our understanding of mental phenomena -
though quite vague and indeed often technically suspect (Taber, 2013b) - tends to become a taken-
for-granted part of our habitual ways of thinking and talking that we retain throughout life.
Consequently people generally consider that they know what - for example - 'knowledge' is, and
seldom feel a need to characterise it through a formal definition or set of criteria.

In everyday life, this is seldom a problem. However, within an area of scholarship where knowledge
is an important focus (such as CER for example) there is a need to treat 'knowledge' as a technical
term, so that we are able to decide when something we examine is, or is not, 'knowledge' - just as
chemists expect to have means of knowing when they are dealing with an 'acid' or an 'alloy' for
example. Philosophers have explored the nature of and criteria for knowledge over many centuries.
A traditional notion of knowledge from philosophical traditions is that knowledge is true, reasoned,
belief (Bhaskar, 1981; Matthews, 2002). So if a scientist makes a knowledge claim (in a scientific
paper perhaps) for example that compound X forms rhombic crystals, then this would be considered
knowledge providing (a) the scientist was strongly committed to the claim (believed it herself)
AND (b) the compound did in fact form rhombic crystals AND (c) the scientist had good grounds
for her beliefs (perhaps she had prepared the crystals herself and carefully examined them under the
microscope). If all three of these conditions are met, then we can say the scientist has knowledge
that the compound forms rhombic crystals. However, if she was just guessing, or if - despite the
compound having rhombic crystals - her belief was based on mistakingly examining a sample of
another compound in an adjacent petri dish so that she lacked sufficient grounds for the claim, then
this would not count as knowledge (in this philosophical sense) despite the statement itself being
correct.

This notion of true, reasoned, belief runs into problems in science where all knowledge claims are
considered in principle provisional and so we can never know for certain that any knowledge claim
is true (Osborne, Collins, Ratcliffe, Millar, & Duschl, 2003) - so a strict application of the
philosophical notion cannot apply to scientific knowledge. In education (and educational research)
we have the additional issue that often when we explore learners' ideas as the foci of our research,
what we are interested in is not just what learners genuinely believe and can offer strong grounds
for believing - we are also concerned with what they suspect is the case, or what they may believe
despite having poor grounds. We are interested in knowing (for example) that a learner thinks that
oxidation always involves an addition of oxygen - regardless of how the student came to that view.
We are interested in knowing that a student thinks ionic bond formation in a salt he has prepared is
due to electron transfers from metal atoms to nonmetal atoms - even though this is incorrect
according to the canonical scientific account and is an illogical deduction when considering the
neutralisation and evaporation procedure he has followed.

Moreover, we are interested in 'knowing' these things even if in CER the grounds for such
'knowledge' are necessarily our best interpretations of inferences drawn from messy and complex
data sets that only offer indirect access to students' actual thinking processes (Taber, 2013b). It
would be possible to limit our use of the term 'knowledge' to something akin to the ideal
philosophical meaning, and to propose an alternative term to describe 'what (we think that) learners
think is the case, or is possibly the case', however in practice the term knowledge is already used
loosely in education discourse.

In educational work then it is useful to take a wider view of what we mean by knowledge to
encompass those mental representations of aspects of the world relevant and important to the work
of teaching subjects such as chemistry - some of which will be incorrect from the canonical
perspective; some of which will be committed to less strongly by the learner; and some of which will be supported by grounds that would be be judged weak or dubious from the scientific viewpoint. It has been suggested that a more useful understanding for supporting research in science education is that in practice the “learner’s knowledge refers to what they believe to be the case or simply consider as a viable possibility...the range of notions under current consideration as possibly reflecting some aspect of how the world is” (Taber, 2013b, p. 179). Such a definition needs to be used with care as it admits both highly committed and much less certain beliefs, and indeed sometimes several alternative notions that are logically inconsistent. However, in practice, the large body of research into student ideas about chemical topics does indeed encompass such a catholic range of notions.

The role and development of implicit knowledge in cognition

The cognitive system

Potential knowledge elements were referred to above as mental representations, a term which acknowledges that a person’s experiences lead to changes in the brain. In development during childhood and adolescence these changes can lead to new cognitive abilities (Piaget, 1970/1972). We can understand the human central nervous system as an apparatus that allows us to be responsive to our environment, and in part it does this by allowing us to interpret sensory data. The apparatus is in part a decision-making system - and in order to function effectively it is also a model building system. It is often useful in research to describe and analyse cognition at the system level, that is in terms of the information processing within the cognitive system (represented very simply in Figure 1). This is seen as a more useful level of description for many purposes than talking in terms of the physical structure of the brain, although it is widely assumed that all the functionality than can be studied at the cognitive system level can in principle (if not always yet in practice) be explained in terms of anatomy/physiology/biochemistry of the tissues from which the system is realised (Taber, 2013b).

![Figure 1: Much of the processing ('thinking') involved in cognition occurs at preconscious levels](image-url)
The cognitive system level of description then acts as a useful bridge between the level of the register of terms commonly used for discussing mental activity (thinking, understanding, knowing, insight, etc - generally understood, but often imprecise) and the physical level description of synapses and nervous impulses (underpinning cognition, but vastly complex and not generally helpful in considering educational questions). The cognitive system interprets incoming sensory data in terms of its evolving model of the external world (constructed from previous experience of sensing and acting in the world). What is being referred to here is in a broad sense memory, but not limited to those things we are aware we can remember (which are represented by D in Figure 1).

Conscious experience may be understood as reflecting the higher level of the cognitive system as consciousness is only able to access resources above a certain threshold level within the system (see Figure 1). The terms 'higher' and 'above' here are metaphorical (Lakoff & Johnson, 1980a), and are meant in the sense of being 'further' (sic) from raw sensual data in terms of processing. Sensory impulses (the representations of sensory information in the nervous system) are relayed through several stages of processing before being represented in the form of percepts that people are aware of. The designation of 'higher' as more processed is somewhat arbitrary, and for example 'deeper' might be an equally suitable alternative metaphor (i.e. Figure 1 could equally well be drawn inverted).

A great deal of processing occurs at pre-conscious levels. For example, when we see a laboratory flask, we are conscious of seeing an object. Yet before that is possible a great deal of mental processing has gone on at a preconscious level that has discriminated the object from a complex visual field, regardless of the angle of sight, distance, lighting conditions, background etc (a flask looks a different shape, size, colour etc depending upon viewing conditions). Although we can appreciate the processing that must have occurred, we are not aware of it, just as when we hear talk it generally 'arrives' in consciousness as a stream of words distinguished from background, and just as people are able to coordinate complex patterns of muscle contractions to, for example, climb stairs, without generally having any conscious awareness of which muscles they are contracting and how they sequence the myriad individual actions. This is represented in Figure 1 where sensory information about a phenomenon (P) in the outside world is initially processed at a preconscious level and only a preprocessed mental representation (B) is made accessible to consciousness. In vision, for example, the retina act as a kind of sensory interface that converts patterns of photonic stimulation into electrical impulses of the kind the nervous system can process (Taber, 2013b).

Components of the cognitive system process these signals and recognise features that are used to generate representations of the outside world. In effect, there are cognitive resources that are able to interpret the sensory signals in terms of the internal model of the world. In a sense these cognitive resources ‘know’ how to interpret certain input patterns to generate mental representations that will make sense to the conscious mind. In effect then there are knowledge elements at work in the brain that are not directly accessible to consciousness (such as A in figure 1) but which generate representations (such as B in figure 1) that are accessible. Working memory, generally considered to be the focus of conscious thought (Baddeley, 2003), can only access the preprocessed representation (B) and not the raw sensory ‘data’ - the initial representation of the sensory stimulus in the system. As the implicit knowledge elements work below the level of conscious awareness they are normally relied upon without critique. We usually only question the work of these implicit knowledge elements when it is obvious they have got something wrong - such as when we recognise a friend in a public place, but then when they ignore our greetings realise it is not them at all. Figure 1 is a gross simplification of these processes - as much perceptual data is processed through a number of stages before perception occurs.
As with perception and motor activity, much of what we might label our ‘thinking’ actually occurs out of the reach of conscious awareness. Consider for example creative problem-solving where it is very common for solutions to be experienced as ‘popping into the head’ when the person is actually otherwise engaged - going for a walk, playing sport, watching a movie. A common popular cultural representation is of a light turning on in the head at the moment of insight. Kekulé’s report of how he solved the puzzle of the (cyclic) structure of the benzene molecule after a mental image appeared in a reverie and the story of how Archimedes had a moment of insight (leading to his eponymous principle) when taking a bath are perhaps among the most famous examples of such insight in scientific work - although there are many others such as Nobel laureate Barbara McClintock’s description of relying on preconscious thinking to solve scientific puzzles (Taber, 2011). Of course a potential solution does not actually ‘pop into the head’, but is rather produced in the brain at a preconscious level, and then presented to (represented in) consciousness. Often the activity is deliberate in the sense that a problem was actively being sought - but the processing is being worked on ‘in the background’ whilst we (consciously) think about something else. The thinking involved in finding a potential solution is not accessible to consciousness - only the outcome. This is represented simplistically in Figure 1 by the activity of the cognitive resource labelled C (a somewhat more nuanced, but still simplified, representation of this process can be found in Taber, 2013b, p. 153, Figure 7.5).

It might seem to be stretching our usual definition of knowledge to consider the kinds of processes involved in producing insight as drawing upon implicit knowledge - as it suggests we do not always know what we know. However preconscious processes rely upon features of the human cognitive apparatus that act as representations of the external world that we use to interpret experience and determine how to act in the world. These cognitive resources are parts of the way the brain models the world - and in that sense they should be considered implicit knowledge elements. Moreover, implicit does not imply instinctive, as this type of knowledge can be learnt just as explicit knowledge is learnt.

**Developing implicit knowledge**

The human brain can be understood to modify its structure to represent past experience and so to change its characteristics over time. Such changes do not happen in gross structure, but at the level of synaptic connections - how neurons are connected - which determines how signals are processed within the system. Although this is not understood in great detail, it is widely accepted that learning depends upon such synaptic changes. This same principle applies to both explicit declarative knowledge and implicit knowledge. So, for example, a student who had never heard of niobium might be told that niobium is a metallic element. This information might be learnt, so that after learning the student could respond to the question ‘what is niobium’ with the response ‘a metallic element’, when before learning they would not have not been able to offer any confident answer to the question. Scientists think that this is facilitated by changes in neural connections (such as modifying connection strengths such that activation of one neuron is more or less likely to trigger activation in another). The extent to which this hypothetical student has simply rote learnt the phrase ‘niobium is a metallic element’ or has integrated it into a network of meanings for concepts such as chemical element and metal would reflect different degrees of synaptic restructuring associated with the learning process - and it is worth noting that this is not a discrete event, but

---

1 Learning is taken here to be a change in the behavioural repertoire, in the sense that after learning some new behavioural option (e.g. stating niobium is a metallic element) becomes possible or likely that was not available (or at least not likely to be activated) before (Taber, 2009).
initial learning may be followed by consolidation processes that bring about greater integration over longer time scales (Taber, 2013b).

Similar processes seem to occur at the levels of the system that are preconscious as at the 'higher' levels where the individual has conscious access (for example remembering that they have been told niobium was a metallic element). Indeed starting very early in life the brain acts as a system capable of abstracting commonalities from experiences to model how the world works. A useful comparison here is with arrays of transistors acting as artificial neural nets which can be tuned (by modifying connection strengths) to 'learn'. Such simple systems can use feedback to become better at various tasks (perhaps identifying objects from a camera feed) although there is no suggestion of any awareness in the system. The human brain seems to work in a similar way (and indeed is the model for the artificial neural nets!) but does so without needing any external controller to give feedback on how successful it is being. Rather the brain comes to recognise regularities in experience of the world which are so common that they start to act as, in effect, expectations of future experience, and so are used as templates for organising experience. This takes place automatically from early in life and without any conscious control or awareness.

**Approaches to describing implicit knowledge in science learning**

**The experiential Gestalt of causation**

In 1980 the cognitive linguist George Lakoff and the philosopher Mark Johnson discussed something they labelled the experiential gestalt of causation to describe how people perceive cause and effect in the world. We come to expect both that events have causes, and that those causes involve an active agent acting on a passive patient using some kind of instrument (Lakoff & Johnson, 1980b). We might imagine a golf ball moving off being understood as the action of a golfer using a golf club - but Lakoff and Johnson’s point is that we come to intuitively understand the world working this way even when the three components of the gestalt (the agent, the patient and the instrument) are not clearly obvious. That is, when faced with an event we are likely to implicitly identify (assume) an apparent causative agent and instrument / mechanism, and - because this all occurs pre-consciously - what we become aware of is the gestalt presented to consciousness as an (in effect) explained event.

The significance of this idea for learning in the sciences was developed by Björn Andersson (1986) who discussed how many “everyday physical and chemical conceptions” (p.155) - conceptions that are often at odds with canonical scientific concepts - could be understood as the application of this basic expectation about how the world works. Andersson suggested a whole range of common ‘misconceptions’ in physics and chemistry derived from the action of this implicit knowledge element.

**Knowledge-in-pieces and the challenge to the notion of alternative frameworks**

The importance of such implicit knowledge elements was also highlighted by those who were critical of some treatments of learners’ ideas in reports of alternative conceptions and frameworks (Claxton, 1993; Solomon, 1983, 1994). Descriptions of students’ alternative conceptualisations of science concepts were considered by some to over-state the theory-like nature of those conceptions. Just because research elicited alternative ideas in place of the scientific principles and theoretical frameworks established in the science curriculum did not imply that these alternatives had a similar nature or status to the scientific notions they substituted for. That is, children's ideas in science were not just not identical to the scientific principles, but could indeed be of a very different nature: so
they did not reflect well-integrated sets of abstract general ideas that would be applied consistently across a well established range of application. Claxton (1993) in particular argued that children’s ideas about the natural world were not generally theoretical in nature and often comprised what he termed ‘gut science’. Like Claxton, Solomon (1983) focused on how student thinking was often distinct from mature scientific thinking, highlighting the way people in society commonly adopt a ‘natural attitude’ that lacks the logical and evidential norms of scientific dialogue.

These critics were right to point out how learners’ knowledge could not be assumed to be like scientific conceptual structures. However they perhaps underplayed the extent to which science learners’ alternative conceptualisations could sometimes be complex, well-integrated, coherent and systematically applied. After all, even the most successful scientists began as novice learners, and the literature on learners’ alternative ideas in science suggests it is possible to find examples of highly coherent and consistent thinking applied extensively over a domain as well as examples of isolated, incoherent, and unstable conceptions (Taber, 2009).

The lack of coherence and consistency in application of much learners’ thinking as reported in studies led to one research team referring to learners as having ‘knowledge-in-pieces’ (diSessa, 1988; Smith, diSessa, & Roschelle, 1993). Smith and colleagues wrote of “systems of knowledge with numerous elements and complex substructure that may gradually change, in bits and pieces in different ways” (p.148). These authors were interested in how the knowledge structure of a novice, characterised as fragmented, could evolve towards expertise, and they highlighted how such expert knowledge had to be constructed from the resources available - the learner's knowledge-in-pieces.

**Phenomenological primitives and learning science**

In particular Andrea diSessa (1983, 1993) developed an account of a kind of implicit knowledge element labelled as a phenomenological primitive, or a p-prim. diSessa undertook extensive interviews with college physics students and reported that a good deal of student thinking about physical systems and phenomena (that is, what the students reported as explicitly thinking) could be understood as deriving from implicit knowledge elements, p-prims. A few examples of diSessa’s candidates for p-prims are shown in Table 1. The argument is that p-prims develop in response to the brain’s inherent tendency to make sense of experience by finding patterns and so comprise representations of commonalities in experience.

As an example, we might consider early childhood experience that effects are often greater when we are close to the source. Of course if we are dealing with early life experiences, the child does not conceptualise in those terms, and does not have the language to do so, but perhaps many experiences of getting closer to a fire, to a loudspeaker, to a desk-lamp, to a spluttering garden hose, and so on lead to experiencing a greater intensity of heat, sound, brightness, splashing and so forth. The response to this could be the development of a p-prim that we might label in such terms as closer-stronger. However the p-prim does not operate verbally but rather acts as a pattern recognition ‘device’ within cognition. If the child plays with some strong magnets, and finds they repel more as they are pushed together this may be recognised as fitting with a good deal of previous experience - the p-prim is activated. The recognition is not a conscious act, but rather leads to experiencing the novel experience with magnets as being familiar (and so ‘natural’) rather than something at odds with expectations that needs an explanation.
Table 1: Examples of Candidate p-prims suggested by diSessa (1993) from work with physics students

<table>
<thead>
<tr>
<th>P-prim</th>
<th>An implicit expectation that</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic or spontaneous resistance</td>
<td>&quot;Especially heavy or large things resist motion&quot; (p.218)</td>
</tr>
<tr>
<td>Dying away</td>
<td>&quot;All motion...gradually dies away&quot; (p.219)</td>
</tr>
<tr>
<td>Change takes time</td>
<td>&quot;Changes take time to 'blossom'&quot; (p.219)</td>
</tr>
</tbody>
</table>

It is important to note that p-prims are ontologically quite different from ‘alternative conceptions’ in a number of ways. As a learner is aware of their conceptions and can directly represent them to others (in talk, gestures, drawing, writing, etc) they can in principle examine them critically and debate them. P-prims are however not consciously accessible but rather part of the process of interpreting our experience to present it to consciousness. This not only makes them harder for researchers to investigate, but also makes them more insidious as they act ‘out of mind’ and prior to us being aware of there being anything to interpret: they are acting in perception rather than conceptualisation. This is an important point which is not well reflected in (necessarily verbal) descriptions such as those in Table 1. diSessa reported his explicit conceptualisations of his own models of learners’ implicit knowledge based on his deliberate interpretation of their explanations. Inevitably, the formal representations of p-prims in academic reports are verbal and explicit - unlike p-prims themselves.

Related to this, p-prims should not be judged right or wrong, canonical or non-canonical in the way conceptions can be. A student who thinks that a sulphur atom can only form two bonds can be considered to have erred and (if this is a stable feature of their thinking) to have an alternative conception. Implicit knowledge elements are abstractions from patterns in past experience (and in that sense not meaningfully understood as wrong) which act as interpretive resources for making sense of current experience. A learner who has developed a p-prim that motion dies away has simply noticed a salient pattern in her experience that has come to be used as an ‘expectation’ for making sense of the world. It is a reasonable abstraction and will prove very useful in making sense of much further experience in life. However, the expectation may make it more difficult to learn Newton’s first law of motion (the principle of inertia) as the idea that a moving object will continue to move at the same velocity unless acted upon by a force does not fit the intuition the learner has developed about the world. This makes it likely that an alternative conception will be developed along the lines that a moving object will come to a stop unless a continuous force is acting to keep it moving.

The alternative conception (which is explicit and can be readily verbalised, and may be used with deliberation, for example in working on school or college physics problems) is non-canonical and can be labelled wrong. The p-prim itself though is quite different in nature, even if this difference is obscured when we necessarily formulate p-prims verbally to discuss them. So p-prims are not wrong or right - but their activation can sometimes support the development of alternative conceptions. However, they can also sometimes support the development of canonical conceptualisations, and Clement, Brown and Zietsman (1989: 555) recommended the identification of “intuitive knowledge structures” that can act as anchors for the learning of canonical science concepts. Students who are successful in academic studies of science sometimes claim that they find scientific concepts perfectly intuitive (Brock, 2006).

P-prims are important for learning in subjects such as chemistry as they relate to what is familiar and makes sense in our experience. One consequence is that phenomena that activate a well-established p-prim may seem to make sense without further explanation as they fit into the learners’
expectations about how the world is. The scientific attitude is to question why things happen as they
do and seek theoretical models and explicit fundamental principles. The ‘natural attitude’ (Schutz &
Luckmann, 1973) taken in everyday life, however, is to largely accept what seems normal, and only
to seek to explore what is novel - what does not fit and so seem to make sense. (This may be
considered reasonable from an evolutionary perspective, as what is novel in the environment is
likely to be worth paying more attention to as a threat or opportunity.) If students are asked to
explain why familiar natural phenomena occur, they often do not have any ready answers as they
have just come to take the phenomena for granted as something familiar. The familiar fits into our
expectations and so seems to make sense, and so does not need further explanation. Students will
often resort to ‘explaining’ the familiar as just being the natural way of things (Watts & Taber,
1996).

It has been noted by some commentators on research into student thinking and learning that one
danger of research exploring people’s conceptions is that the researcher asks questions about things
that the informant actually has never had reason to develop any explicit ideas about. In his work
with children Piaget (1929/1973) referred to how a child would often co-operate by ‘romancing’ an
answer - making up something on the spur of the moment to meet the social need of responding to a
question. It was important therefore to discriminate between student responses which reflect their
well-established thinking from those which are just constructed to meet the needs of an
interviewer’s strange question. This can apply with older informants as well. So a child who is
asked why it is hotter in Summer than Winter and who has never had reason to think about that
question may still suggest something that seems viable - perhaps that the earth is closer to the sun in
Summer. Such a response will draw upon available cognitive resources (perhaps a p-prim such as
the closer-stronger pattern), and because this makes sense this may then become an established idea
in the student’s thinking if it is not challenged (perhaps by asking about why it is Summer in
Australia when it is Winter in Canada).

P-prims are therefore sometimes unhelpful to teachers as when learners (implicitly) recognise that
something fits with an existing p-prim they can feel it does not require further explanation, and
indeed it may be difficult to shift learners away from that way of thinking when their intuitive
notion does not match the scientific account. Conversely, p-prims are resources that can be called
upon when learning. So, for example, if teaching about the periodic relationship between ionisation
energies and atomic structure, the intuition that being closer means a stronger effect can potentially
support our teaching objectives.

Alternative perspectives on implicit knowledge

Although the p-prims theory has become well known (especially in physics education
research, PER), there are alternative theories of how learners draw upon implicit knowledge
of the world in learning science. Some commentators such as Stella Vosniadou and
Michelene Chi do not accept that implicit knowledge is as fragmentary as diSessa’s (1993)
p-prims, and posit greater coherence and/or structure to at least some of learners’ intuitive
understandings.

Vosniadou (2002) considers that children develop an explanatory system with some
coherence to make sense of the physical world, that includes particular ontological and
epistemological presuppositions (for example about the nature of objects, and what kind of
motion requires a cause), and she refers to this as a framework theory. Vosniadou argues that
children interpret new information (whether from their direct experience, or in terms of what
they are told) through this initial framework theory - constraining their ability to appreciate
scientific models and concepts. Vosniadou considers that by the time students are formally taught physics they will have already organised p-prims into something like a system of informal theories (Vosniadou, Vamvakoussi, & Skopeliti, 2008), so their naive physics will be less piecemeal that the ‘knowledge-in-pieces’ perspective suggests.

Although Vosniadou refers to these naive ideas as ‘theories’ she suggests (Vosniadou, 2014) they may differ from learners' scientific knowledge in terms of being processed through system 1 rather than system 2 (see above). Vosniadou and colleagues (Vosniadou et al., 2008) suggest that children develop framework theories in domains other than physics such as psychology, mathematics and language. Chemistry is not usually considered a discipline where children will spontaneously develop a domain-related framework theory, and perhaps for this reason has not been a strong focus of research in developmental psychology.2

Chi and her coworkers (e.g. Chi & Slotta, 1993) accept much of the argument diSessa (1993) makes about people developing a robust intuitive physics, which is phenomenological (in the a sense of representing abstraction of experience) and primitive (in that it is not seen to need to be explained), but consider that there is more structure or coherence to this intuitive knowledge than diSessa suggests. Rather Chi argues that people understand the world in terms of an implicit ontology with distinct ‘ontological trees’ (Chi, 2008), relating to such categories as matter, process and mental states. She considers that much of the research into learners' alternative ideas in science can be explained in terms of their implicit ontologies of the world, as new concepts may be developed on the wrong ontological tree. Physical concepts such as light, heat and current may be understood as forms of material substance, rather than as instances of a kind of process - examples of what are understood in science as constraint-based interactions (Chi, Slotta, & de Leeuw, 1994). Chi argues that miscategorisations of this kind - understanding heat as a material substance for example - act as major impediments to learning the scientific concepts and so tend to be associated with robust alternative conceptions.

Whilst, like diSessa, much of Chi’s work has had a particular focus on physical concepts, she has developed her ideas in a ‘domain-general’ direction with a focus on the distinction between direct and emergent processes (Chi, 2005). She argues that emergent processes are commonly mis-categorised by learners as direct processes. A direct process can be analysed as having a linear cause and effect (Chi uses the example of the heart pumping blood) where an emergent process arises from the interaction of several components. Chi uses the example of diffusion where “the mechanism … must be explained in terms of the collective interactive outcomes of all the constituent components” (p.174). Chi considers that students tend to intuitively interpret processes as being direct (with a straightforward and one-way cause and effect relationship) and so miscategorise and therefore misunderstand emergent processes. This proposal has resonances with Andersson’s (1986) argument, referred to earlier, that learners’ commonly understand cause in science in terms of an active agent acting on a passive patient.

Wilensky and Resnick (1999) have argued that many problems in learning science relate to learners not appreciating the nature of emergent systems. This is particularly relevant in chemistry where the macroscopic phenomena to be explained often need to be understood as

---

2 A project to explore ‘Young Children's Reasoning About Everyday Chemistry’, funded by the Leverhulme Foundation, is underway at the University of Cambridge and University College London, UK.
emerging from interacting systems of submicroscopic particles (Rappoport & Ashkenazi, 2008; Stieff & Wilensky, 2003).

**A more nuanced understanding of the learners’ implicit knowledge**

diSessa’s (1993) characterisation of p-prims populates the implicit levels of the learners’ cognitive system with discrete knowledge elements that act independently in perception and cognition. Chi and Vosniadou and their colleagues claim that not all implicit knowledge is as fragmentary as the p-prims model suggests. Vygotsky (1934/1994) discussed how the learner’s spontaneous concepts interacted with verbally taught academic concepts during a process of mutual development. Learners explicit conceptions are then often best understood as melded concepts that result from - sometimes extensive - interaction between intuition and interpretations of taught concepts (Taber, 2013b).

Knowledge may begin ‘in-pieces’, but clearly can be integrated into complexes and systems. An important capability of the cognitive system is to be able to ‘re-represent’ existing elements within new, more synthetic, structures (Karmiloff-Smith, 1996). The work of researchers such as Chi and Vosniadou indicates that such synthetic processes often produce systematic knowledge structures that remain at the implicit level.

Although these authors contrast their accounts with diSessa’s (1993) p-prims, it should be noted that diSessa’a work was part of a programme of research (Smith, diSessa & Roschelle, 1993) that sought to recognise a greater diversity of types of knowledge element than had previously been the focus of research on science conceptions. That is, p-prims were seen as important elements of cognition, but elements that would be drawn upon in developing other more organised and systematic knowledge components. Chi and Vosniadou make the case that these (relatively) higher level knowledge structures may still often operate pre-consciously. It seems then that the learner’s implicit knowledge consists of components at a range of grain sizes - some primitive and discrete, some more complex and organised, yet still operating below conscious awareness.

**Applying the implicit knowledge perspective in chemistry education**

**An important direction for the research programme exploring student thinking in chemistry**

Research that explores student thinking is justified in terms of its potential for informing teaching (Taber, 2006, 2009). Among the central assumptions of the research programme into the contingent nature of learning in science are that (Taber, 2006: 139):

- Learners come to science learning with existing ideas about many natural phenomena
- The learners’ existing ideas have consequences for the learning of science
- It is possible to teach science more effectively if account is taken of the learners’ existing ideas

Alternative conceptions are understood to have various origins (Taber, 2014b) - such as intuitive ideas, false ideas with social currency, inferences from linguistic cues and so forth. Sometimes it may be clear where elicited ideas originate. Common scientifically incorrect thinking about force and motion - that a force is needed to maintain motion - can be understood to be based on interpretations of common experience (Gilbert & Zylbersztajn, 1985). The notion that acids are

---

3 In terms of Lakatos’ (1970) notion of a scientific research programme these are referred to as hard core assumptions: those assumptions which are taken for granted and not questioned within the research programme.
necessarily hazardous derives from everyday ideas and ways of classifying acids (so orange juice is not considered an acid in everyday discourse). The notion that neutralisation necessarily gives a neutral product seems to be based on a linguistic cue (Schmidt, 1991).

However, in chemistry we find a good many common alternative ideas that do not seem to be based on direct experience of the phenomena, linguistic cues, or common everyday ideas. In particular, when students learn about models of the material world at sub-microscopic scale, they often develop alternative conceptions, and some of these seem very common (see contributions in Gilbert & Treagust, 2009; Tsaparlis & Sevian, 2013). In part this could be explained in terms of the same incorrect or anachronistic ideas being taught by generations of teachers to their students - some of whom then go on to teach the same ideas (Taber & Tan, 2011). This however can at best only be a partial explanation - even if this kind of pedagogic reproduction occurs there has to be a basis for why some technically incorrect ideas are able to be retained (during university studies and teacher preparation courses) and replicated despite being inconsistent with canonical chemistry (cf. Blackmore, 2000). For example, it is very common for students to develop conceptions around the core idea that chemical reactions occur so that atoms can obtain full electron shells/octets (Taber, 2013a) despite this being both inconsistent with canonical chemistry and internally inconsistent (as in many examples where students apply this idea the atoms or ions of the reactants already have the target electronic configurations). There seems to be something inherently attractive about this idea such that it is regularly developed by students, and retained despite subsequent learning about alternative principles more in keeping with scientific accounts. What seems quite likely is that the 'octet rule principle' (that chemical processes occur to bring about 'full' electron shells) is the result of students interpreting teaching in terms of implicit knowledge elements. These operate at a preconscious level in cognition to match sensory information (including from teaching) to existing well-established patterns such that when the sensory information becomes represented in consciousness it is already perceived in terms of a familiar pattern for how the world is. Although implicit knowledge elements are by nature operating pre-consciously, they can lead to more explicit formal knowledge elements becoming established (Karmiloff-Smith, 1996). That is, explicit conceptions (that can be readily accessed and formulated verbally) are constructed upon a foundation of implicit knowledge elements operating out of the purview of conscious awareness.

The argument from the knowledge-in-pieces perspective, then, is that by the time learners have well established explicit conceptions it becomes more difficult to redirect their thinking. As suggested earlier, this perspective does not see implicit knowledge elements such as p-prims as inherently right or wrong - rather they are understood to be a set of resources that are available to make sense of the world, that the learner is not aware of, but which influence thinking. The p-prims we develop reflect patterns in our experience. Sometimes in academic learning we understand teaching in terms of p-prims that are helpful (so learners readily accept that the closer the electron to the nucleus, the stronger the force to be overcome to remove it) and sometimes they are less helpful (as when a student thinks the earth is nearer the sun in Summer or that chemical change occurs to bring about full electron shells). Given that people develop a repertoire of such implicit knowledge elements, teaching will be more effective when it encourages students to perceive new concepts and principles in terms of those implicit knowledge elements available to the learner that best fit with the
canonical scientific model. That is, teachers should seek to teach in ways that lead to learners operating with more productive p-prims in terms of the fit with scientific principles. 4

The challenge for the research programme

Of course whilst this makes good sense in principle, it is not immediately clear how teachers are to do this. To support teachers researchers need to identify the repertoire of p-prims operating in the population and find out much more about how to channel learning in terms of specific p-prims (and avoid the activation of others). The potential here is great - research makes it clear that some alternative conceptions are readily acquired, and very resilient to teaching, so that an approach which offers the potential to avoid such ideas taking hold initially would be a significant contribution to chemistry education. Students are not aware of their p-prims, but they would not need to be - rather research would seek to support teachers by finding ways to present particular curricular material such that it was likely to activate the most productive p-prims.

A major problem is that we do not know to what extent different people develop the same set of p-prims. Indeed, identifying p-prims is necessarily difficult because learners cannot report them, and rather they have to be inferred from indirect evidence. diSessa’s (1993) seminal work offers a catalogue of candidate p-prims important for physics education based on interviews with physics students. P-prims are not themselves subject-specific - they are rather general purpose elements for making sense of any kind of sensory input. This suggests that diSessa’s p-prims could well be operating in the learning of chemistry as well as physics. However, studies undertaken with informants at one educational level and in one area of science cannot be assumed to apply to learners elsewhere. Even if diSessa’s suggestions (which were not presented as a final and fully verified list) includes good candidates for p-prims active in science learning, it seems likely that studies in other areas of science would refine the characterisation of some of diSessa’s candidates and extend the catalogue with new examples (Taber & García Franco, 2010). Taking this area of work forward in CER is likely to be challenging, but given its potential importance for teaching and learning chemistry there is a strong case for encouraging the CER community to explore this perspective further.

A new direction for CER?

Little work seems to have been done explicitly from this perspective to date in chemistry education. Earlier in this article I used an example from explanations about ionisation energies. Work undertaken with Daniel Tan in Singapore and other colleagues suggests there are common patterns of alternative conceptions found in different student populations in this topic (Tan et al., 2008). We have suggested that the popularity of ideas about the stability of ‘full’ shells and sub-shells may well have an origin in the activation of an implicit knowledge element (Tan & Taber, 2005). Tan undertook studies with pre-university students and graduate trainee chemistry students in an educational context where it was reasonable to consider the different samples as broadly comparable. His research suggests that some alternative conceptions that seem to develop under the influence of p-prim like implicit knowledge elements actually seem to become more common at higher educational levels (Taber & Tan, 2011). However, these studies did not specifically set out to investigate the role of p-prims.

4 In terms of Lakatos’ (1970) notion of a scientific research programme, the knowledge-in-pieces perspective can be understood as a ‘refutable variant’ of the (‘constructivist’) research programme into the contingent nature of learning in science - that is a particular theoretical idea consistent with the hard core commitments of the programme and suggesting a particular direction for research (Taber, 2009).
Karina Adbo undertook a case study of the developing thinking about key chemical concepts of a 16-year old Swedish student, referred to as Jesper, who presented a rich and somewhat idiosyncratic conceptualisation of the nature of matter at the scale of atoms and molecules (Adbo & Taber, 2014). This work derived from a wider project exploring how Swedish high school students learnt about core chemical concepts (Adbo & Taber, 2009). The project was not specifically focused on the role of implicit knowledge elements, but in analysing Jesper’s case there were indications “that Jesper was influenced by strong intuitions about the way the world is: that is, he was unknowingly drawing upon implicit knowledge elements perhaps something like diSessa’s (1993) p-prims” (Adbo & Taber, 2014: 1124).

One CER researcher who has given serious attention to the role of implicit knowledge in student learning in chemistry is Vicente Talanquer (2006, 2007, 2013). Although Talanquer does not tend to use the label p-prims, his research is informed by a theoretical framework that recognises the role of implicit knowledge elements in student thinking and learning. Talanquer (2006: 811) refers to ‘common sense chemistry’ that is “characterized by the use of patterns of reasoning that people unconsciously follow and apply without hesitating or considering other alternatives”. Talanquer frames his work in terms of ‘empirical assumptions’ (or later ‘implicit assumptions’) and ‘reasoning heuristics’ that operate in learners’ thinking. Akin to the argument Andersson (1986) made about the experiential gestalt of causation, and diSessa (1993) proposed regarding his p-prims, Talanquer argues that these assumptions and heuristics act at a preconscious level and lead to students presenting a wide range of distinct alternative conceptions.

Talanquer (2006: 813) identified “a set of assumptions about the characteristics of things in the natural world, their behavior and relationships” (see Table 2) as well as a set of commonly used heuristics which seem to operate as habits of mind. Talanquer (2013), working in the United States, found that substantive proportions of a sample of university level students demonstrated essentialist thinking (cf. Table 2) and that in some contexts this did not seem to be reduced with increasing level of study - reflecting what was found in Daniel Tan’s studies in Singapore (Taber & Tan, 2011). Whilst Talanquer did not use the terminology of p-prims, his implicit assumptions seem to be quite similar in nature to the kind of implicit knowledge elements diSessa (1993) discusses.

Table 2: Implicit assumptions suggested by Talanquer (2006) based on a review of the research literature into alternative conceptions

<table>
<thead>
<tr>
<th>Implicit assumption</th>
<th>Relevance to understanding chemistry</th>
</tr>
</thead>
<tbody>
<tr>
<td>continuity</td>
<td>assumes that matter is continuous and similar at different scales - impedes learning about the canonical submicroscopic structural models that are ubiquitous in chemistry</td>
</tr>
<tr>
<td>substantialism</td>
<td>process and interactions are seen as material - so heat may be understood as a kind of fluid, and bonds are assumed to be material links</td>
</tr>
<tr>
<td>essentialism</td>
<td>“objects and materials in the world have an underlying quality or inherent essence” (p.812) - so properties are assumed to be retained in some form through chemical transformations (e.g. sodium chloride should retain properties that are inherent qualities of sodium and chlorine)</td>
</tr>
<tr>
<td>mechanical causality</td>
<td>an active agent is needed to bring about a change in a system - so in a reaction between acid and metal the acid is attacking the metal</td>
</tr>
<tr>
<td>teleology</td>
<td>processes occur to meet some purpose or need - so systems shift because they need to minimise energy</td>
</tr>
</tbody>
</table>

Perhaps one reason why diSessa’s ideas have been influential, whilst not being adopted widely in empirical studies, is the difficulty that diSessa (1993) acknowledged in identifying implicit knowledge elements that learners are not aware of applying. diSessa himself presented and
explained a set of 17 heuristics that he felt were useful in identifying p-prims. Researchers wishing to build on diSessa’s work need to consider carefully his set of heuristics in the context of both his examples of candidate p-prims, and his detailed accounts of analysing examples of interview transcripts.

One study that did adopt the idea of p-prims in relation to students’ ideas in chemistry as part of its conceptual framework was carried out by Alejandra García Franco who interviewed secondary age English students using an interview-about-events (White & Gunstone, 1992) based approach to find out how students explained their observations of a range of phenomena that chemists would explain in terms of reaction, mixing, diffusion etc. The interviews from this study were analysed in two quite distinct ways. This is seen as appropriate when different aspects of the same data may be illuminated by different (but complementary) analytical frameworks (Taber, 2008a).

García Franco’s data were coded according to the extent to which learners drew upon particle ideas, and whether such ideas used were canonical or included alternative conceptions. This offered indications of the extent to which students in the sample spontaneously used particle ideas in their explanations, and used them in scientifically acceptable ways (García Franco & Taber, 2009). However the data were also read in the light of diSessa’s (1993) heuristics for identifying p-prims with a view to identifying where students appeared to be applying something like p-prims:

So in identifying intuitive knowledge elements that students drew upon in their explanations, we looked for instances in which respondents were able to report features that they found obvious (e.g., rather than inferred from learned theoretical principles) and natural (so self-evident as not to need further explanation) in describing the mechanisms or causes accounting for the phenomena discussed but for which they were not able to spontaneously offer any deeper justification (Taber & García Franco, 2010).

The outcome of this analysis was the identification of five themes (see Table 3) which appeared to be good candidates for implicit knowledge elements of the kind diSessa described as p-prims. Taber and García Franco discuss how some of their themes seem to fit (or extend) p-prims suggested by diSessa, whilst some themes seem new. There are some clear links between the themes that derived from the analysis of García Franco’s interview data (Table 3) and the assumptions identified by Talanquer from his analysis of literature (Table 2): so ‘component gives property’ appears to fit under ‘essentialism’, and ‘changes require active agents’ and ‘there is one active partner’ both link to Talanquer’s ‘mechanical causality’. This type of convergence between different studies is promising, although the different ways of describing and characterising implicit knowledge elements indicates how this area of work requires further development.

<table>
<thead>
<tr>
<th>Theme identified</th>
<th>Relevance to understanding chemistry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component Gives Property</td>
<td>Seeing a substance as being a complex of discrete different qualities (such as colour) acting in isolation</td>
</tr>
<tr>
<td>Changes Require Active Agents</td>
<td>So mixing only occurs is an agent such as stirring or heating is at work.</td>
</tr>
<tr>
<td>There Is One Active Partner</td>
<td>Reactions generally involve a more active substance acting on a more passive substance</td>
</tr>
<tr>
<td>Substances (Naturally) React</td>
<td>It is in the nature of some substances to react (so no further level of explanation is needed)</td>
</tr>
<tr>
<td>Things Have a (Natural) Predetermined Configuration</td>
<td>Spreading-out will occur to achieve a kind of balance or other preferred configuration</td>
</tr>
</tbody>
</table>
Conclusion: Progressing the research programme

Work in the learning sciences suggests that implicit knowledge has an important role in learning and other cognitive processes (Karmiloff-Smith, 1996), something that reflects Polanyi’s (1962) philosophy with its recognition of the importance of tacit knowledge in science. Work in PER (diSessa, 1988, 1993; Hammer, 1996; Smith et al., 1993) has stressed the importance of reformulating the constructivist programme into learning in science (Taber, 2006, 2009) in terms of a knowledge-in-pieces model that recognises how student thinking commonly draws upon implicit cognitive resources and is not based purely on explicit conceptions.

In CER there is extensive work on students’ conceptions in science (Duit, 2009; Kind, 2004), but only a little of this work (e.g., Adbo & Taber, 2014; Talanquer, 2013; Tan & Taber, 2005) has to date been strongly influenced by arguments about the importance to the research programme of identifying implicit knowledge elements, such as p-prims, that are active during chemistry learning. One study has sought to identify a range of candidate p-prims operating in student intuitions about chemical phenomena (Taber & García Franco, 2010), but this work was limited to students of secondary age range in a single educational context.

The importance of the arguments about the role of implicit knowledge in learning, and the potential of a better understanding of the action of implicit knowledge for informing chemistry teaching, suggests that this is an area that deserves much more attention. One major criticism of work in the constructivist programme (for a review, see Taber, 2009) has been that the extensive work identifying aspects of student thinking has often not been followed up by effective research into how to use this information in teaching. Challenging well-established alternative conceptions through teaching is often problematic - suggesting that it may be more effective to support teachers in finding ways to teach that recruit the most productive existing intuitions to support the formation of more canonical initial conceptions.

A complication here is that even if alternative conceptions commonly reflect the action of implicit knowledge, not all alternative conceptions reported in chemistry learning seem to be resistant to instruction (Taber, 1995) and this needs to be better understood. Research is needed to characterise those implicit knowledge elements that seem to act as ‘hard core’ assumptions (Lakatos, 1970; cf. Talanquer, 2006) that are taken for granted and act insidiously within the conceptual ecologies of learners and so lead to those tenacious alternative conceptions that largely survive the teaching intended to challenge them (Taber & Tan, 2011). For example, the literature reviewed here motivates the question of whether there is a difference between the more tenacious alternative conceptions operating in chemistry learning and the more labile alternative conceptions in terms of either being linked to a ‘framework theory’ (Vosniadou et al., 2008) or reflecting misclassification in terms of learners’ ontological trees (Chi, 2008).

The main focus in this article has been on how implicit knowledge may support or interfere with conceptual learning. However, as suggested earlier, Polanyi (1962) emphasised how tacit knowledge was important in laboratory work, as scientists build up a store of procedural knowledge that allow them to become fast and efficient in practical operations. This could also be a useful focus of CER to find out how learners come to automate complex procedures, and whether modifications of learning environments or practical instruction can support this process. There is a link here with studies on expertise, as experts come to quickly and effectively make decisions and spot solutions to problems, which may involve the coordination of both ‘system 1’ and ‘system 2’ processing (van Merriënboer, 2013), and there may well be scope here for research informing teaching in areas such as interpreting spectra and suggesting synthetic routes.
Of course this will be a highly ambitious direction for the research programme. Eliciting knowledge that learners are not aware they have, and which is not represented verbally, is highly problematic (Taber, 2013b). Furthermore, there are no assurances that different learners will develop sufficiently similar sets of p-prims (or other implicit knowledge elements) to allow researchers to suggest general classroom strategies. Even if this is the case, the argument that it will be possible to develop viable classroom strategies for teaching chemistry which can effectively recruit students’ implicit knowledge productively is yet to be tested in practice. Despite these challenges, the current state of our understanding of how learning occurs strongly suggests that this will be an important area of work in responding to demands for more evidence-based chemistry teaching (Gilbert, Justi, Van Driel, de Jong, & Treagust, 2004).
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