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We report for the first time the transition from rings to
spots with squared/hexagonal symmetry in a periodic pre-
cipitation system, which consists of sulfide/hydroxide ions
diffusing into a gel matrix containing dissolved cadmium
(II) ions. A phase diagram delineating the onset of the
transition and the regions of various patterns is presented.
The transition threshold, wavelength, and size of the re-
sulting spots are shown to be controllable by adjusting
the initial concentrations of the diffusing electrolytes. A
scenario analogous to spinodal decomposition using the
Cahn-Hilliard equation is shown to capture the experi-
mental results.

Pattern formation and self-organizing phenomena have
attracted a considerable scientific interest due to their
widespread applications in biology1–4, chemistry5, physics6,
and materials science7. A particular example of such phe-
nomena is the periodic precipitation pattern discovered by R.
E. Liesegang in 18968,9, which exhibits precipitation bands
(1D) and rings (2D). Ever since, different structures have
been experimentally obtained and reported; these include: the
unusual bands with revert spacing10, bands with secondary
structures11, fractals12, spirals13, and 3D helices14. Recently,
they have been applied in modern micro- and nanotechnol-
ogy15,16, and the control and engineering of these patterns
represent a crucial task17. Noticeably, all of these patterns
are based on the topologies of bands or rings and their modu-
lations, and no other topologies have ever been observed de-
spite that multi-lattice patterns, dislocations and broken fila-
ments have been obtained in polycentric systems18,19. In this
paper, we report for the first time the formation of a new pre-
cipitation pattern observed in the cadmium sulfide/hydroxide
precipitation system, which displays a transition from paral-
lel rings to spots with squared and hexagonal symmetry. The
transition threshold, the prevalence of spots versus rings, the
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Fig. 1 A sketch of the experimental setup. It consists of a circular
Plexiglass reactor (diameter= 15 cm) and a transparent Plexiglass
cover (diameter= 12 cm) equipped with spacers in order to achieve
a homogeneous gel matrix (5% gelatin containing the cadmium
ions) of thickness 0.7 mm. The sulfide ions are then added to the
central reservoir (diameter= 3 cm) mounted in the middle of the
reactor. The patterns and their evolution are captured by a mounted
CCD camera interfaced with a computer.†

wavelength of the selected pattern, and the size of the spots
can be controlled by the initial concentrations of the inner and
outer electrolytes.

Using the experimental setup and procedure described in
Fig. 1, the spatio-temporal evolution of the system is initiated
directly after the sulfide solution is diffused into the cadmium-
doped gel. The dissolution process of sodium sulfide in water,
described in (R1), releases hydroxide ions (OH�). In a high
pH medium, the production of the sulfide ions also becomes
appreciable as shown in (R2). Since the diffusion coefficient
of the hydroxide ions is about four times greater than that of
the hydrogen sulfide (HS�) and sulfide (S2�) ions, a white
precipitate is formed at the liquid-gel interface first, indicating
a spontaneous reaction between the diffusing hydroxide ions
and the cadmium ions (Cd2+) existing in the pores of the gel
(R3). For a given set of initial inner and outer concentrations,
the precipitation of Cd(OH)2 exhibits concentric rings (Figs.
2A or 4A) at early times of evolution. As time progresses,
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Fig. 2 Transition from Rings to Spots. (A) t = 6hrs; (B) t = 18hrs;
(C) t = 26hrs. The inset figures are the 2D power spectra of the
displayed patterns. The purple color indicates highest modes
expressed in the pattern. Transition from stripes (A) to hexagonal
pattern (C) is reflected in the power spectrum where the aligned
wavenumbers along qy in (A) are changed into 6 wavenumbers in
(C) with a hexagonal symmetry.

white spots start appearing as defects among the rings in sev-
eral locations as shown in Fig. 2A. They start multiplying and
propagating in the direction of the diffusion front (Fig. 2B).
Eventually, the whole domain of the reactor is invaded with
such an unexpected pattern as shown in Fig. 2C†. The in-
vestigation of the time evolution of the power spectra of the
patterns in Fig. 2 (insets) reveals the transition from bands to
spots possessing a mixture of squared and hexagonal symme-
try. It is noticeable that in the resulting pattern the distance
between consecutive spots seems to increase as the distance
from the center of the reactor increases towards its bound-
aries. Moreover, the spatial evolution of the white solid is
followed by a yellow back-front resulting from the formation
of yellow cadmium sulfide CdS due to the anionic exchange
between OH� and S2�(R4) , owing to the higher thermody-
namic stability of the sulfide. This ion exchange is shown to
be diffusion-limited. All underlying chemical reactions are
summarized as follows:

Na2S(s) H2O��! 2Na+(aq)+HS�(aq)+OH�(aq) (R1)

HS�(aq) H2O��! S2�(aq)+H3O+(aq) (R2)

Cd2+(gel)+2OH�(aq) �! Cd(OH)2(s) (R3)

Cd(OH)2(s)+S2�(aq) �! CdS(s)+2OH�(aq) (R4)

Pattern control and selection is studied and a phase diagram
is constructed. To detect the effect of the concentrations of the
inner and outer electrolytes on the pattern morphology, five
sets of different outer concentrations (varying between 200
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Fig. 3 Phase diagram representing the different morphologies
obtained upon varying the inner and outer concentrations. C=
continuous precipitation band; R= precipitation rings; S= spots. The
R+s (lowercase s) on the phase diagram indicates occurrence of
rings with some spots.

mM and 400 mM) are prepared, each containing 14 reactors
at different inner concentrations (varying between 10 mM and
140 mM), using the same experimental procedure described
in Fig. 1. The type of the emerging patterns are then grouped
in the phase diagram shown in Fig. 3. At low cadmium con-
centration (less than 20 mM), only a continuous precipitating
white front of Cd(OH)2 is obtained without any rings or spots.
A diffusing yellow back-front indicating the formation of CdS
then follows. This regime is denoted by ‘C’. When the in-
ner concentration is increased from 10 mM to 20 mM for all
outer concentrations in the aforementioned range, clearly sep-
arated thin rings of a white/yellow precipitate are observed.
This regime is denoted by ‘R’. Upon increasing the concen-
tration of cadmium from 30 mM to 60 mM, numerous well-
resolved spots with squared/hexagonal symmetry emerge just
after the formation of a few rings. This region is labeled ‘S’.
When the inner concentration increases beyond 60 mM, the
structure of the phase diagram gets more complex, resulting
in a mixture of predominating rings and some spots (denoted
as ‘R+s’) for outer concentrations ranging between 200 mM
and 250 mM, and at around 350 mM. For inner concentration
between 120 mM and 130 mM, we get back to the ‘R’ regime
but with thicker and fewer rings than what is obtained on the
left-hand side of the phase diagram. For concentrations higher
than 130 mM, we go back to the continuous precipitation zone.

The effect of inner and outer concentrations is further in-
vestigated. If we move horizontally across the phase diagram
at a fixed outer concentration [S2�]0 = 400 mM, as shown in
Fig. 3, starting at an inner concentration [Cd+2]0 = 30 mM,
well-resolved thin rings are obtained (Fig. 4A). By increasing
the inner concentration from 30 mM to 60 mM, a transition
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Fig. 4 The evolution of precipitation patterns within 48 hours at
constant outer concentration [S2�]0 = 400 mM and various inner
concentrations [Cd2+]0: (A)= 30 mM, (B)= 60 mM, (C)= 90 mM,
(D)= 110 mM; Gelatin= 5%; Temp= 22 �C.

from thin rings to spots is clearly exhibited in Fig. 4B, and the
resulting pattern after 48 hours is clearly dominated by spots
with a squared/hexagonal symmetry. Further increase in the
inner concentration to 90 mM (Fig. 4C) and to 110 mM (Fig.
4D) results in the formation of larger and closer spots until
they all merge together at a concentration beyond 130 mM to
form a continuous band as shown on the phase diagram. In
analogy to Liesegang rings, the obtained spots are labeled by
their number n along a special line of symmetry chosen to
pass through them and starting at the first spot appearing in
the system. To quantify, the size of a spot is given in terms
of the measured area it occupies. In the case of Fig. 4B, the
spot size changes almost linearly with n with values ranging
from 0.1 mm2 to 0.32 mm2, whereas in the case of Fig. 4C,
the spot size ranges from 0.45 mm2 to 1.44 mm2, and from
0.91 mm2 to 2.6 mm2 in the case of Fig. 4D. Therefore, the
spots are shown to increase in size with the increase of the in-
ner concentration. On the other hand, moving vertically in the
phase diagram, the effect of varying the outer concentration
does not noticeably affect the spot size, but it directly influ-
ences the spacing between spots and the distance they cover.
Figure (5) shows that the increase in the outer concentration at
a fixed inner concentration [Cd2+]0 =60 mM results in a faster
reaction-diffusion process, thus allowing the precipitation and
formation of closer spots that cover larger distances.

In order to shed more light on the control of the spots,
the spacing between consecutive spots is measured for two
sets of plates: Set (I) is prepared at constant outer concentra-
tion ([S2�]0 = 250 mM) with different inner concentrations
[Cd2+]0 ranging between 40 mM and 80 mM, and Set (II) is
prepared at constant inner concentration ([Cd2+]0 = 60 mM)
with different outer concentrations [S2�]0 ranging between
200 mM and 350 mM. The spacing in a given pattern with
spots is defined as ln = xn+1–xn where xn and xn+1 are the lo-
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Fig. 5 The evolution of precipitation patterns within 48 hours at
constant inner concentration [Cd2+]0 = 60 mM and various outer
concentrations [S2�]0 : (A)= 200 mM, (B)= 250 mM, (C)= 350
mM, (D)= 400 mM; Gelatin= 5%; Temp= 22 �C.

cations of spot n and the following one, n+1. Consequently,
for Set (I), the obtained five curves in Fig. 6A for ln versus
n exhibit a linear relationship with a positive slope that in-
creases with a decrease of the inner concentration. As for Set
(II), a linear direct spacing law is also obtained as shown in
Fig. 6B, but with a positive slope increasing with a decrease
in the outer concentration. Moreover, a spacing law for spots
can be verified by computing the ratio r = xn+1/xn, which is
written as r = 1+ p with p ranging between 0.09 and 0.16 for
Set (I) and between 0.13 and 0.08 for Set (II). This observation
is similar to the direct spacing law encountered in Liesegang
banding systems20,21, whereby the rate of diffusion increases
with the increase of the outer electrolyte concentration22, thus
resulting in spots forming at closer distances than those with
a lower outer concentration. On the other hand, the increase
in the spot size with the increase in the inner concentration
results in the formation of closer and bigger spots until they
merge, which leads to smaller values of p. On that account,
the initial concentrations of reactants provide suitable spatial
control parameters for the spots. By the same token, a time
law23 is also observed whereby the ratio of x2

n/tn, where tn is
time elapsed until the formation on the nth band, is found to
lead to a constant value at large n for all initial inner and outer
concentrations.

The exact mechanism of Liesegang structure is still un-
der investigation24, and there has never been any unified
model able to explain every experimental finding. How-
ever, researchers have agreed on two explanatory models: the
pre-nucleation model based on the Ostwald supersaturation-
nucleation-depletion cycle25,26, and the post-nucleation model
based on Ostwald ripening mechanism27,28and the Lifshitz-
Slyozov instability29. Some researchers have also combined
both models to describe some of the aforementioned precip-
itation patterns30. Another important mean-field theory that
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Fig. 6 Plots of the spacing between two consecutive spots ln versus
the spot number (n). (A) represents Set (I) with fixed outer
concentration [S2�]0 = 250 mM and different inner concentrations.
(B) represents Set (II) with fixed inner concentration [Cd2+]0 = 60
mM and different outer concentrations. The spacing coefficient p
for each case is also shown.

has gained a particular interest in recent years is the spin-
odal decomposition scenario adapted to precipitation pattern
formation31,32. The formation of colloidal phase in this sys-
tem prior to banding was recently investigated33. The gist of
this theory is based on a phase separation scenario of colloidal
particles that are first produced by the reaction. Under suit-
able conditions, these colloidal particles could subsequently
phase separate into regions of low concentration (no precip-
itate) and high concentration (precipitate) leading to precipi-
tation patterns. Such dynamics can be described by the non-
linear Cahn-Hilliard (CH) equation34,35. This formalism is
shown to be suited to describe both the regular and the inverse
banding in Liesegang-type precipitation patterns, and to repro-
duce many experimentally observed spacing laws such as the
Matalon-Packter law36.

The appearance of spots is explained on the basis of this
aforementioned spinodal decomposition model. The pro-
cesses that contribute to the dynamics are as follows. First,
the irreversible mean-field reaction of the electrolytes A and
B yields the reaction product C (A+B ! C). Since the pro-
cess takes place in a gel, no convection is present, and thereby
it can be modeled as a simple reduced reaction-diffusion pro-
cess:

∂a
∂t

=Da� kab (1)

∂b
∂t

= DDb� kab (2)

where a and b denote the dimensionless concentrations of the
inner cadmium and outer hydroxide ions, D = Db/Da, Da
and Db are their respective diffusion coefficients, D is the 2D
Laplacian operator, and k is the precipitation reaction rate con-
stant that is taken to be equal to 1 with appropriate choice of

time and length scales. We also assume that the reaction of
cadmium ions with the hydroxide ions (R2) is bimolecular. We
do not attempt in this model to incorporate the yellow back-
front due to ion exchange in (R3) as it can be simply described
as a diffusion-controlled process, independent of the precipita-
tion reaction. The reaction term (kab) provides the source for
the precipitation of C, which takes the form of a diffusing front
whose position, width, and shape are fully characterized37.
This front leaves behind a constant density of C, denoted by
c0, which might subsequently undergo a phase separation33,38.
The value of c0 is determined by the initial concentration of A
and B, a0 and b0, and by their diffusion coefficients37. The
simplest form of the free energyF [c] underlying the thermo-
dynamics of this phase separation is assumed to have minima
at some low cl and high ch concentrations. This function can
be rewritten in terms of a shifted and rescaled concentration
field j = (2c�ch�cl)/(ch�cl) and it is assumed to be of the
following Ginzburg-Landau form over the spatial domain W:

F [j] =
Z

W

✓
�1

2
ej2 +

1
4

gj4 +
1
2

s(—j)2
◆

dW (3)

where e and g are positive constants that define the boundary
between the stable and metastable regions

⇣
j =±

p
e/g

⌘
and

the spinodal line between the metastable and unstable regions⇣
j =±

p
e/3g

⌘
. If the front brings the system into the afore-

mentioned unstable region, a precipitation pattern emerges as
a result of spinodal decomposition scenario; otherwise, a uni-
form and stable continuous precipitation band is formed. The
dynamics of the system is then described by the following CH
equation with a source term:

∂f
∂t

=�lD(ef� gf3 +svDf)+ab (4)

The parameters l and s are the rescaled kinetic coefficient
and surface tension, respectively31. The ratio s/l defines a
characteristic time scale of the growth of unstable modes in
precipitation. In general, comparing this time scale with the
time it takes for the front to pass through a certain region de-
termines whether slow nucleation-and-growth (metastable re-
gion) or fast spinodal decomposition (unstable region) dom-
inates the pattern formation39, especially in the presence of
internal fluctuations. Equations (1, 2, and 4) are solved nu-
merically using a vertex-based finite volume method on un-
structured meshes, whereby the spatial discretization is carried
out using the control volume finite element method (CVFEM).
The resulting nonlinear differential equations are successfully
integrated using a fast and robust scheme based on opera-
tor splitting and a line search Jacobian-free Newton-Krylov
method40. The structureless mesh, which is generated by the
open source software Triangle41, is suitable to reproduce the
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complex geometry of our circular reactor (Fig. 1). The ini-
tial conditions for a, b and j are chosen such that a0 = a(t =
0) � b0 = b(t = 0) and j0 = j(t = 0) = �1, where a0 is
maintained at the inner circular boundary, and no-flux bound-
ary conditions along the outer circular boundary are applied.
In Fig. 7, for a given set of parameters, the numerical solution
reveals the formation of Liesegang rings at the early stages of
evolution (Fig. 7A) in the wake of a well-localized front that
moves diffusively forward. The choice of Da > Db is based
on the fact that the gelatin matrix binds to the cadmium ions
contrary to the diffusing outer hydroxide ions, which are more
free to move, thus causing this difference in the magnitude of
the diffusion coefficients33,42. The transition to spots takes
place after the formation of a few rings (Fig. 7B) until the
whole domain is filled with spots that coarsen with time in
agreement with the experiment (Fig. 7C-D). The parameter
space is then explored in order to locate a possible threshold
beyond which such a transition is suppressed. It is noticeable
that if the estimated j0 generated by the reaction front is in
the unstable region but close to the spinodal line, only rings
are obtained. On the other hand, the deeper the system pene-
trates into the unstable region away from the spinodal line, the
faster the transition to spots occurs. In the case of Fig. (7),
the threshold value is obtained for e = 1 and g ⇡ 0.4. This
can be attributed to strong nonlinear coupling and interactions
between unstable modes that can be expressed as patterns that
are more complex than regular bands. The simulation also
portrays the coarsening aspects of spots whose size as well as
the wavelength of the hexagons/squares they form increases as
the reaction front propagates forward. Moreover, the numeri-
cal results confirm the order of the appearance of the patterns
‘C’, ‘R’, ‘S’, ‘R’, and ‘C’, respectively, as the inner concen-
tration b0 is increased at a fixed a0. This in turn increases the
concentration field j0

31 which corresponds to moving hori-
zontally on the phase diagram at a given outer concentration.
This order endorses the spinodal decomposition scenario in
this system. However, we suspect that the reproduction of the
‘R+s’ pattern numerically requires the incorporation of the in-
herent static disorder of the internal structure of the gel43 in
the parameters of the Cahn-Hilliard equation.

The authors gratefully acknowledge the funding provided
by the American University of Beirut Research Board and by
the Lebanese National Council for Scientific Research (LC-
NSR).
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