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Ab Initio Simulation of Pyrene Spectra in Water 

Matrices 

A. Ya. Freidzon,a R. R. Valievb,c and A. A. Berezhnoyd  

The absorption and emission spectra of free pyrene and pyrene in water ice matrix were 

simulated ab initio. Water ice was mimicked by a large cluster of explicit water molecules. The 

optimum geometries of the ground and excited states, vibrational frequencies, and normal 

modes were calculated by DFT. The transition energies were calculated by 

XMCQDPT/CASSCF. Ab initio time-dependent Franck–Condon (FC) and time-independent 

Franck–Condon and Herzberg–Teller (FCHT) approximations were used for the vibronic 

profiles of the spectra. The absorption spectra of the free molecule and the molecule in the 

water cluster are well reproduced within the FC approximation. The fluorescence spectrum of 

the gas-phase pyrene cannot be satisfactorily reproduced within pure FC or within FCHT 

approximation. However, the fluorescence spectrum of pyrene in the water cluster is 

satisfactorily reproduced within the FC approximation. Both absorption and emission spectra 

of pyrene in the water cluster are broadened due to the translations and torques of pyrene in the 

solvent cage even at low temperatures. This broad but well structured spectrum shape should 

be taken into account in the identification of PAHs in cometary ice. 

 

Introduction 

Polyatomic organic molecules attract the attention of 
astrochemists as markers of complex prebiotic evolution in the 
interstellar clouds and celestrial bodies of the Solar system. At 
the same time, organic molecules can originate from 
degradation of carbonaceous minerals. For example, polycyclic 
aromatic hydrocarbons (PAHs) are already detected in 
carbonaceous chondrites.1 Among PAHs, pyrene is one of the 
most interesting species. Although search for pyrene in 
interstellar molecular clouds gave only negative results,2, 3 
pyrene, however, was tentatively detected in UV spectra of the 
comet Halley by Clairemidi et al.4 
Possible existence of luminescence continuum in optical 
cometary spectra can be explained by the presence of PAH.5 
Observed UV spectra of comets are quite complicated because 
many organic molecules, molecular ions, and free radicals are 
luminescent (both in the gas phase and in the ice matrix) in 
cometary atmospheres. Analysis of observed cometary spectra 
and assignment of certain spectral features to individual species 
is an important problem of astrochemistry. 
The problem of identification of individual bands can be solved 
by comparing the observed cometary spectra with the 
experimental luminescence spectra of hydrocarbons obtained in 
space-simulated conditions. For example, identification of 
individual PAH luminescence features is performed by 
comparison of high-resolution cometary spectra with laboratory 
PAH spectra obtained in frozen hydrocarbons.6 Pyrene features 
were identified based on the tabulated spectrum of pyrene in 
solid n-gexane solution at cryogenic temperatures.7 

However, it is known that the shape of absorption and, 
especially, emission spectra of pyrene varies substantially with 
molecular environment and depends on the excitation method. 
Thus, excitation with narrow laser lines gives quasi-line 
emission spectra (fluorescence line narrowing effect8), while 
broadband excitation can give either narrow or broad emission 
lines depending on the environment, even at cryogenic 
temperatures.9, 10 Narrow quasi-line spectra are obtained in 
Shpolskii matrices (frozen alkanes),9, 10 while the spectra 
obtained on pure silica gel or in silica glass matrices exhibit 
inhomogeneous broadening.9, 11–13 
The relative intensities of individual emission peaks of pyrene 
and, therefore, the overall emission bandshape also depend on 
the environment.14 –19 This dependence made it possible to use 
pyrene as an environment polarity probe.20–28 The difference in 
the vibronic structure and small, but observable shifts in the 
excitation energies can be explained by formation of weak 
intermolecular complexes of pyrene with environment 
molecules.26, 29 
It follows that from the above that in order to reliably identify 
the emitting species in the cometary spectra, one should 
compare them with the spectra recorded in the matrices 
mimicking cometary ice rather than in frozen hydrocarbons, 
under broadband excitation at low temperature and low 
concentration. If such spectra are unavailable, they can be 
simulated ab initio. 
Absorption and emission properties of pyrene. However, 
pyrene is a challenge for simulations. Pyrene exhibits four UV 
absorption bands: dark short-axis polarized 1Lb (~27000 cm–1), 
bright long-axis polarized 1La (~31000 cm–1), bright short-axis 
polarized 1Bb (~37000 cm–1), and very intense long-axis 
polarized 1Ba (~43000 cm–1).30, 31 The B bands can undergo up 
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to 2000-cm–1 shifts depending on the environment, while the 
shifts of the L bands are no more than 1000 cm–1. As mentioned 
above, although the absorption and broadband excitation 
profiles of pyrene in the gas phase,32, 33 water,34, 35 solid 
matrices,36–39 and organic solutions7, 35, 40–44 are very similar, its 
luminescence features (such as relative intensities of the 
vibronic peaks) in the gas phase,45–47 aqueous solutions,35, 48–51 
organic solutions,7, 35, 41–44, 49–51 and solid matrices9–14, are quite 
different. 
It is known that the emission spectrum of pyrene does not 
mirror its absorption profile, which indicates that the emitting 
electronic state of pyrene differs from the absorbing one. 
Indeed, the fluorescence polarization studies demonstrate that 
the emitting state is the short-axis polarized 1Lb,

31, 40, 43, 27 while 
the intense absorption occurs to the long-axis polarized 1La. The 
more remarkable is the fact that the quasiline excitation profile 
to the emitting state does not mirror the quasiline emission 
profile, which indicates that pyrene fluorescence is influenced 
by many nontrivial factors.52, 53 
In addition to their own emission, PAHs in ice matrices can 
form photoproducts upon high-energy irradiation,37, 54–60 and 
these photoproducts can be even more emissive than parent 
compounds. However, these reactions are beyond the scope of 
this paper. 
Early simulations of pyrene spectra. Unfortunately, there are 
only few papers presenting experimental absorption spectra of 
hydrocarbons and their photolysis products in water ice or solid 
neon matrices,37–39 and the emission spectra of pyrene in water 
ice matrices were not reported yet. One of the possible ways to 
study the luminescence properties of pyrene is to simulate the 
absorption and emission band profiles of pyrene molecule with 
its environment by quantum chemistry mimicking the 
conditions of cometary atmospheres and nuclei (low 
concentration, water ice matrix, low temperatures (150–250K), 
broadband excitation). 
The electronic spectra of PAHs are most frequently calculated 
by TDDFT.3, 61–63 Thus, in Ref. [3] the conclusions about 
presence or absence of certain PAHs and their ions in the 
interstellar clouds were made on the basis of their TD-B3LYP 
calculated spectra. However, it was shown in Ref. [62] that 
single-reference methods, such as TDDFT and CIS, predict the 
dark 1Lb state of pyrene to lie higher than the bright 1La state, 
while multireference MCQDPT predicts correct state ordering. 
The authors of Ref. [64] have tested several methods for the 
absorption and emission spectra of pyrene. Their research 
supported the conclusion of Ref. [62] and demonstrated that 
advanced methods, such as EOM-RI-CC2, CASSCF and 
CASPT2, MRCI, and MCQDPT give correct state ordering. 
However, the calculated vertical transition energies were 
accurate only within 0.2–0.3 eV, which is insufficient for 
astrophysical applications. Therefore, an accurate and reliable 
computational technique is required for the electronic 
absorption and emission spectra of PAHs together with the 
adequate environment models. 
The vibronic profile of pyrene absorption was calculated in 
Refs. [65–68] based on TDDFT-calculated transition energies 
within the Franck–Condon and Herzberg–Teller 
approximations. In Ref. [65], a semiempirical QCFF-PI method 
was used for the electronic transitions. In Ref. [68], QM/MD 
method was used to simulate the organic solvent. The vibronic 
transitions were calculated directly through the Franck–Condon 
factors. It was shown that both Herzberg–Teller (dependence of 
transition dipole on the nuclear coordinates) and Duschinsky 
(normal mode mixing between states) effects only slightly 

influence the overall absorption profile, at least, at low spectral 
resolution. 
On the other hand, many authors mention that these effects are 
very important for the dark Lb state.69–72 In addition, Refs. [27, 
43, 53, 73–75] note the importance of nonadiabatic interaction 
between the S1 and S2 excited states of pyrene. The symmetry-
forbidden fluorescence from the Lb state can become allowed 
through certain distortions of the molecule that lift the 
symmetry restriction. At the same time, this transition can 
borrow intensity from the nearby allowed S2–S0 transition 
through nonadiabatic interaction. Both processes result in the 
appearance of different vibronic peaks. Since both processes 
are influenced by the environment, this results in the different 
excitation and emission profiles of pyrene in different matrices. 
The goal of this paper is to simulate the absorption and 
emission spectra of pyrene using accurate high-level ab initio 
methods and to study the effect of water environment on its 
absorption profile. We try both the time-independent approach 
with direct summation of Franck–Condon factors for vibronic 
bandshapes and the alternative time-domain formalism based 
on Fourier transforms of the Lax’s autocorrelation function.76, 77 
We will focus on the accurate simulation of the lowest-energy 
transitions, mostly on 1La and 1Lb, because these excited states 
are responsible for the intense visible fluorescence. In this 
paper, we will study the influence of Duschinsky and 
Herzberg–Teller effects on the absorption and emission 
bandshapes, leaving the nonadiabatic interaction for further 
investigation. 
 
Computational Procedure 

To calculate ab initio the vibronic absorption or emission 
profile within the time-independent formalism in the Franck–
Condon approximation, one needs the following data: 

1. Fully optimized geometry of the initial state; 
2. Fully optimized geometry of the final state; 
3. Vibrational frequencies and normal modes in the 

optimized initial state geometry; 
4. Vibrational frequencies and normal modes in the 

optimized final state geometry; 
5. Adiabatic electronic transition energy and transition 

dipole moment for the desired transition (absorption or 
emission). 

If the Herzberg–Teller effect (dependence of the transition 
dipole moment on the nuclear coordinates) is to be included in 
the first order, one also needs the derivative of the transition 
dipole moment on the nuclear coordinates (a 3N-dimensional 
vector). 
To calculate ab initio the vibronic absorption or emission 
profile within the time-dependent formalism in the linear 
coupling Franck–Condon approximation, one needs the 
following data: 

1. Fully optimized geometry of the initial state; 
2. Vibrational frequencies and normal modes in this 

geometry; 
3. Vertical electronic transition energies and oscillator 

strengths; 
4. The gradients of the final state(s). 

The linear coupling approximation used in this work assumes 
that the hessians of the initial and final states are the same. This 
is a strong assumption, which works surprisingly frequently 
(see, for example, Refs. [78–80]). Unfortunately, the time-
dependent model used in this paper does not include Herzberg–
Teller effect yet. 
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The equilibrium geometries of the electronic ground state of 
pyrene (S0), and its low-lying excited states 1Lb and 1La in the 
gas phase were calculated by the density functional theory 
(DFT) or its time-dependent variant (TD-DFT) using PBE0 
functional and 6-311G(d,p) basis set (TD-PBE0/6-311G(d,p)). 
The same method was used for the vibrational frequencies, 
normal modes, and gradients. These calculations were 
performed by GAMESS81, 82 and FireFly83 program packages. 
The environment effects were simulated by a cluster of explicit 
water molecules representing the first solvation shell of pyrene. 
The equilibrium geometries of pyrene in a water cluster were 
calculated by the same method with 44 explicit water molecules 
treated quantum-mechanically (Figure 1).  

 
Figure 1. Optimized structure of pyrene in the water cluster. 

Such regular clusters are used to obtain reproducible 
environment effects on the chemical reactivity, electronic and 
vibrational spectra.84 The general procedure for generating such 
clusters is the following. A solute with its nearest environment 
is cut out of a snapshot of an equilibrated molecular dynamical 
trajectory. The geometry of the cluster is optimized to a local 
minimum to ensure that all its vibrational frequencies are real. 
It was observed that water forms sort of a cage around 
hydrophobic compounds. An excellent example of such cage is 
shown in Fig. 3 of Ref. [85]. The same is true for PAHs in 
water. Therefore, local geometry optimization only slightly 
changes the geometry of the nearest environment of the solute. 
Inhomogeneous effects can be simulated by averaging over 
statistically significant number of such clusters. However, we 
consider a single cluster as a representative example in order to 
demonstrate the effect of water environment on the vibronic 
bandshapes of pyrene.  
The effect of the second and other solvation shells or bulk 
solvent can be included through polarizable continuum model 
(PCM). However, this may be important only for the position of 
the electronic origin. In this work, we focus on the effects of the 
nearest environment of pyrene in the water ice. 
The energies and oscillator strengths for the vertical electronic 
transition to the five lowest-lying excited states were calculated 
by state-averaged complete active space self-consistent field 

with extended multi-configurational quasi-degenerate 
perturbation theory86 with the same basis set. Previously, we 
successfully used this method for excited states,87–90 and it 
proved to be very accurate and reliable. The active space 
consisted of 12 electrons and 10 π orbitals state-averaged over 8 
singlet states (XMCQDPT2/SA(8)-CASSCF(12,10)). 
XMCQDPT2 calculation was performed with an effective 
Hamiltonian including 30 states. These calculations were 
performed using FireFly program package.83 
The vibronic structure of absorption and emission bands of 
pyrene in the Franck–Condon approximation was calculated 
through a time-domain formalism of Heller76 within the double 
harmonic parallel-mode approximation.91–93 Similar approach is 
used by Petrenko and Neese94 and by the group of Barone.95, 96 
Our calculations were performed using KTS program by the 
courtesy of Dr. A.V. Scherbinin. We call this procedure 
Procedure 1. 
We constructed the absorption profiles of five excited states of 
the isolated pyrene molecule and Py·44H2O cluster using their 
TDDFT gradients and ground-state DFT Hessians and 
XMCQDPT2 vertical excitation energies. Next, the area of each 
absorption band was normalized to its oscillator strength and 
the bands were added together to give the final spectrum. For 
the emission spectrum, we used the energy of the 0–0 transition 
calculated by XMCQDPT, the geometries of the ground and 1Lb 
states and Hessian of the 1Lb state calculated by TDDFT. The 
emission spectrum was not normalized. 
To check the validity of the approximations utilized together 
with the time-domain formalism, the same spectra of the 
isolated pyrene molecule were calculated in the Franck–
Condon and Herzberg–Teller approximation within the time-
independent approach using FCсlasses program.97–102 We call 
this procedure Procedure 2. Similarly to Procedure 1, the 0–0 
transition energies were calculated by XMCQDPT, while the 
geometries and Hessians were calculated by DFT and TDDFT. 
Since these calculations require Hessians of each state of 
interest, we did not go beyond the 1Lb and 1La states. In this 
case, Gaussian09 program103 was used for geometries, 
Hessians, and transition dipole derivatives. For the emission 
spectra, the latter were calculated by central differences at the 
excited-state equilibrium geometries. For the absorption 
spectra, the transition dipole derivatives were calculated 
similarly through the numerical calculation of the excited-state 
Hessian at the ground-state equilibrium geometry. 
 
Results and discussion 

Molecular structure. 

The calculated geometry of pyrene in its ground and excited 
states agrees well with the values obtained in Ref.62 Our data 
are summarized in Table 1. The geometry changes in the 
excited states agree with the transition dipole directions: in the 
1Lb state the molecule is stretched along the short axis, while in 
the 1La state it is stretched along the long axis. 
The optimized ground-state structure of Py·44H2O cluster is 
shown in Figure 1. Similar structures can be found in 
molecular-dynamical studies of molecules in bulk water. The 
atomic coordinates of pyrene and water molecules in S0, 

1Lb, 
and 1La states are given in Supporting Information. Our 
calculations show that the structure of pyrene in the water 
cluster changes only slightly as compared to the gas phase both 
in the ground and in the excited electronic states (the difference 
in the bond lengths is less than 0.01 Å). 
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Table 1. Calculated bond lengths of pyrene in its ground and excited 
electronic states (transition dipoles of the two excited states are shown by 
arrows) 
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16

1La

1Lb

 

Bond S0, Å 1Lb, Å 1La, Å 

1–2 1.35 1.37 1.39 

2–3 1.43 1.42 1.40 

3–4 1.42 1.44 1.43 

4–5 1.42 1.39 1.41 

3–14 1.40 1.40 1.42 

14–15 1.39 1.40 1.39 

Absorption spectra. 

The excitation energies for the 1Lb and 1La states of pyrene 
calculated by XMCQDPT2 (Table 2) are in excellent agreement 
with the experimental data. The energy of the 1Bb state (which 
appears as S4 or S5, depending on the environment) is 
underestimated by ~0.17 eV. The data of Ref. [64] indicate that 
this state is better described if diffuse functions are present in 
the basis set. 

Table 2. Calculated excitation (1Lb, 
1La, and 1Bb states) and emission energies 

of pyrene in the gas phase and in the water cluster (oscillator strengths in 
parentheses) compared to the experiment  

 Excitation, nm Exp., nm 
Gas phase 367.8 (0.0002) 

317.7 (0.5424) 
275.4 (0.5389) 

369 45, 367 26 
323 30, 32, 33, 45 
265 30, 32, 33, 45 

Py·44H2O cluster 370.59 (0.0040) 
326.03 (0.7976) 
291.43 (0.4375) 

- 
332 34, 35 
274 34, 35 

 Emission from 1Lb, nm Exp., nm 
Gas phase 392.8 (0.0006) 372 45 

Py·44H2O cluster 396.99 (0.0079) 372 49, 50 
 Emission from 1La, nm Exp., nm 

Gas phase 343.2 (0.6369) 327 45 
Py·44H2O cluster 357.07 (0.7887)  

 
The excitation energies in the Py·44H2O cluster are also in 
good agreement with the experiment, although the error in the 
position of the 1Bb state is larger than in the case of isolated 
pyrene molecule. 
On the basis of the calculated transition energies and level 
positions, we can draw the following scheme of pyrene 
fluorescence (Figure 2). The molecule is excited to the bright 
1La state through Franck–Condon allowed absorption. Next, it 
relaxes nonadiabatically to the dark 1Lb state, which, in the 
equilibrium geometry of the 1La state, lies very close (the 
energy difference is only 0.4 eV). The molecules further relaxes 
to the minimum of the 1Lb state. The emission occurs from the 
1Lb state due to vibrational distortions and dependence of the 
transition dipole on the nuclear coordinates (Herzberg–Teller 
effect). 

 
Figure 2. Scheme of pyrene fluorescence. 

The vibronic absorption profile calculated by the Procedure 1 
for the five lowest-lying states of the gas-phase pyrene is shown 
in Figure 3b. The agreement of the calculated spectrum with the 
available experimental spectra of pyrene32, 33, 36 is very good 
(the deviation is 1–5 nm). 
In order to assess the importance of Herzberg–Teller and 
Duschinsky effects, we calculated the absorption spectrum in 
the 25000–35000 cm–1 range by the Procedure 2. Simple 
Franck–Condon calculation with Duschinsky effect showed that 
the latter is rather small. The spectrum including both 
Herzberg–Teller and Duschinsky effects is shown in Figure 3c. 
The overall bandshape is mostly the same, which indicates that 
Herzberg–Teller effect for the absorption (i.e., for the transition 
to the bright 1La state) is also small. The entire spectrum, 
however, is red-shifted by ~1900 cm–1 because Procedure 2 
uses 0–0 transition energy rather than vertical transition energy 
used in Procedure 1. To obtain the energy of 0–0 transition in 
Procedure 2, the adiabatic transition energy is corrected by 
∆ZPE (~700 cm–1). However, the 0–0 transition energy with 
∆ZPE correction obtained at the DFT geometries is 
underestimated by ~1900 cm–1, which explains this red shift. 
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29000 30000 31000 32000 33000 34000 35000 36000 37000 38000 39000 40000 41000

vapor

Ne matrix

 
a 

29000 30000 31000 32000 33000 34000 35000 36000 37000 38000 39000 40000 41000

Gas phase 298 K

 
b 

 
c 

Figure 3. (a) Experimental absorption spectrum of pyrene in the gas phase 

adapted from Ref. [32] and in Ne matrix at 5K adapted from Ref. [36] (b) 

Calculated absorption spectrum of gas-phase pyrene at 298K (Lorentzian 

broadening with HWHM ~100 cm
–1

). (c) Calculated (Procedure 2) absorption to 

the 
1
La state taking into account Herzberg–Teller effect (Lorentzian broadening 

with HWHM ~80 cm
–1

). Note the origin shift for this spectrum. 

Similar results were obtained in Ref. [66] for the three intense 
absorption bands of pyrene. The authors have found that the 
overall bandshapes of the bright transitions are well reproduced 
in the Franck–Condon approximation, and Duschinsky and 
Herzberg–Teller effects change them only slightly. The same 
problem with the accuracy of the calculated adiabatic transition 
energies in this paper is even worse because the authors used 
TDDFT for this purpose. 

Therefore, we can use Procedure 1 for the absorption spectrum 
of Py·44H2O cluster, because Procedure 2 is prohibitively 
expensive and hardly more accurate. 

25000 26000 27000 28000 29000 30000 31000 32000 33000 34000 35000 36000 37000 38000 39000 40000

water

ice

 
a 

25000 26000 27000 28000 29000 30000 31000 32000 33000 34000 35000 36000 37000 38000 39000 40000

 
b 

Figure 4. (a) Experimental absorption spectrum of pyrene in liquid water at 298K 

adapted from Ref. [34] and in water ice at 40K adapted from Ref. [60]. (b) 

Calculated (Procedure 1) absorption spectrum of Py·44H2O cluster at 4K 

(Lorentzian broadening with HWHM ~10 cm
–1

). 

The presence of the explicit water cluster (Figure 4b) causes 
only a slight red shift and a noticeable line broadening. This 
also agrees with the experimental data.32–39, 60 In Figure 4b we 
present the spectrum built for the low temperature (4K) with the 
Lorentzian broadening parameter of one tenth of that in Figure 
3b to demonstrate that the effect is only due to the low-
frequency vibrations. 
In the Lax’s model of vibronic bandshapes, the vibrational 
modes that have the largest Huang–Rhys factors† contribute to 
the vibrational progression. The lowest-frequency mode that is 
responsible for the second (small) peak lying ~400 cm–1 above 
the first one is the mode at 412 cm–1 (Figure 5). Other modes 
responsible for the group of peaks between 31000 and 32000 
cm–1 are at 1277, 1456, and 1700 cm–1. All these modes belong 
to the totally symmetric breathing type, Ag. 
Similar modes are responsible for the vibronic profile of pyrene 
in the water cluster. Figures S5, S6, S8 and S9 of 
Supplementary Material demonstrate that the high-frequency 
(>100 cm–1) Huang–Rhys factors of pyrene and Py·44H2O 
cluster are alike. However, the largest Huang–Rhys factors 
(~1–18) are observed for the low-frequency modes 
corresponding to the translations and torques of pyrene in the 
solvent cage (the mode with the largest Huang–Rhys factor of 
18 is shown in Figure S3 of Supplementary Material).  
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412 cm–1 (0.258) 1277 cm–1 (0.214) 

  
1456 cm–1 (0.219) 1700 cm–1 (0.279) 

Figure 5. Normal modes of the free pyrene molecule with largest Huang–Rhys 

factors in the 
1
La state (in parentheses). 

In the Lax’s model, the reorganization energy of the transition 
ER is expressed via the Huang–Rhys factors Sj and frequencies 
ωj as follows: ER = ∑jSjħωj. If we compare the contributions to 
the reorganization energy from individual modes (Figures S6 
and S9 of Supplementary Material), we will see that the 
contributions from the low-frequency modes with large Huang–

Rhys factors are comparable to the contributions from the high-
frequency modes with Huang–Rhys factors ~0.1–0.2. 
Therefore, these modes are equally important in spite of two 
orders of magnitude difference in their Huang–Rhys factors. 
In the multimode model, the overall spectrum is a convolution 
of the vibronic progression originating from each FC active 
mode (i.e., the modes with nonzero Huang–Rhys factors). If the 
frequencies of the active modes differ several times, the 
convolution will result in a progression from the high-
frequency mode broadened by the low-frequency vibrations 
(see, for example, Fig. 5 in Ref. 104). In the case of Py·44H2O 
cluster, the progression originates from the FC active breathing 
modes of pyrene (424, 1294, 1472, and 1712 cm–1) with 
Huang–Rhys factors ~0.1–0.2, while broadening is due to the 
librations of pyrene in the water cage and inhomogeneous 
broadening. Due to this broadening, the progressions from 
individual high-frequency modes are hidden. 

Fluorescence spectra. 

The fluorescence spectrum of pyrene has a very peculiar shape 
depending on the environment polarity. It is now established 
that this easily observed emission occurs from the dark 1Lb 
state, while the emission from 1La can be observed only with 
special effort.45 Since the oscillator strength of this transition is 
almost zero, the emission occurs due to Herzberg–Teller effect. 
Therefore, only Procedure 2 can be used in this case. 
Figure 6 shows the spectra calculated for the absorption from 
the ground state to the 1Lb state and for the emission from this 
state. One can see that each peak in the absorption spectrum has 
its image in the emission spectrum, although their intensities do 
not match. 

 Figure 6. Absorption to 
1
Lb (pink) and emission (blue) spectra of pyrene calculated within the Franck–Condon and Herzberg–Teller approximation using Procedure 2 

(Lorentzian broadening with HWHM ~80 cm
–1

). 

The calculated 0–0 transition is at 24900 cm–1, its intensity is 
two orders of magnitude lower than the intensity of visible 
peaks. Next are several peaks located at 468, 750, 1138, 1444, 
and 1662 cm–1 away from origin. These are so called false 

origins corresponding to the molecule deformation along the 
B3g vibrational modes at 462, 750, 1132, 1444, and 1660 cm–1 
(Figure 7) (frequencies are for the ground state). The largest 
peak corresponds to the mode at 1660 cm–1. The next peaks are 
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vibronic progressions from these modes with the totally 
symmetric vibrations at 815, 1280, and 1459 cm–1 (Figure 8). 

 
 

462 cm–1 750 cm–1 

  

1132 cm–1 1444 cm–1 

 

1660 cm–1 
Figure 7. Normal modes of the free pyrene molecule responsible for the false 

origins in the emission spectrum. 

 
Figure 8. Franck–Condon and Herzberg–Teller intensities of the emission spectrum of pyrene calculated using Procedure 2. 

However, the comparison of the calculated spectra with broad-
band spectra of pyrene in solutions,7, 35, 41–44, 49–51 Shpolskii 
spectra,9–14, 17, 52, 53 site-selective,71 or jet-cooled26 spectra shows 
that both Franck–Condon and Herzberg–Teller active modes 
are observed in the experimental spectra with comparable 
intensities. Therefore, nonadiabatic intensity borrowing that 

lifts the symmetry restriction for the FC active modes is 
extremely important in the case of isolated pyrene molecule. 
This problem was addressed in Refs. [105, 106] with the 
example of such symmetric molecule as benzene. 
It is known that symmetry breakdown in solution or matrix is 
responsible for the enhancement of weakly allowed electronic 
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transitions. Obviously, hydrocarbon matrices can form 
asymmetric environment, especially at low temperatures. Even 
more so is water, which forms cages around pyrene molecules 
at low concentrations. 
Comparison of the fluorescence spectra in solvents of different 
polarity indicated that the highest-energy vibronic peak of 
pyrene in water corresponds to the 0–0 transition. Therefore, 
the asymmetric environment of pyrene in water results in the 
enhancement of the 0–0 transition. Indeed, the calculated 
oscillator strength of the S0→S1 transition of pyrene in the 
water cluster is more than an order of magnitude higher than 
that of the free pyrene molecule. 
Figure 9 shows the fluorescence spectrum of pyrene in the 44-
water cluster calculated by the Procedure 1 and the 
experimental fluorescence spectra of pyrene in liquid water. 
The agreement of the spectrum shape is surprisingly good in 
view of the assumptions underlying Lax’s model and Procedure 
1. The mode that forms the vibronic progression is 420.3 cm–1, 
similar to the mode 411.9 cm–1 in the isolated pyrene molecule. 
Its Huang–Rhys factor is 0.315. Two more modes at 817 and 
818 cm–1 with Huang–Rhys factors of 0.272 and 0.202, 
respectively, also contribute to the vibronic progression. All 
these modes correspond to the symmetric long-axis stretch of 
pyrene molecule, the vibrations that were FC active in the 
absorption to the 1La state. 

 
a 

 
b 

Figure 9. (a) Experimental fluorescence spectra of pyrene in liquid water at 298K 

adapted from Refs. [35, 48, 49]. (b) Calculated (Procedure 1) fluorescence 

spectrum of Py·44H2O cluster at 4K (Lorentzian broadening with HWHM ~10 cm
–

1
). 

The calculated spectrum is broad, although it is built at low 
temperature (4K) and small Lorentzian broadening. Similarly to 
the absorption spectrum in ice, the broadening is caused by the 

low-frequency modes with Huang–Rhys factors of 1–6 
corresponding to librations of pyrene in the solvent cage. 
Similar broad bands were observed in such polar matrices as 
silica gel or inorganic glasses,9, 11–13 where the effect was 
attributed to the inhomogeneous broadening. 

Temperature dependence of the calculated spectra. 

The explicit temperature dependence of the line width of 
pyrene is not as large as it might be expected. Figure 10 shows 
the S0→S1 and S0→S2 absorption and S1→S0 emission 
spectra of pyrene calculated in the HT approximation at 25, 
298, and 450K. Similar picture is observed for the S0→S1 and 
S0→S2 absorption spectra of pyrene calculated in the FC 
approximation at the same temperatures using Procedure 1 
(Figure S2 of Supplementary Material).  
As one can see, the temperature broadening is rather small. This 
can be explained by the fact that the lowest vibrational 
frequency of pyrene is ~100 cm–1. Therefore, below ~143K, 
only zero-point levels of all vibrational modes will be 
populated. At 450K (315 cm–1), the highest frequency mode of 
pyrene with nonzero populated level is 265 cm–1, and the 
deformations of pyrene along these modes are very small. All 
higher-frequency modes are frozen even at 450K and do not 
contribute to the spectrum broadening. 
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Figure 10. Temperature dependence of the Herzberg–Teller spectra of (a) 

S0→S1, (b) S0→S2, and (c) S1→S0 transiAons of pyrene normalized to unit 

height. Procedure 2, Lorentzian broadening with HWHM ~5 cm
–1

. 

On the other hand, the absorption spectra of Py·44H2O cluster 
(Figure 11) depend on temperature substantially, which 
qualitatively agrees with the experimental data of Ref. [38]. 
The low-frequency part of vibrational spectrum of Py·44H2O is 
very dense; the lowest frequency being ~15 cm–1. This 
frequency is defreezed at ~20K, and this mode has the largest 
HR factor of 18. Some other low-frequency modes below 100 
cm–1 also have nonzero HR factors and, therefore, contribute to 
the spectrum. The deformations of the entire cluster along these 
modes are rather large and consist of translations and rotations 
of pyrene relative to the water cluster. 
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Figure 11. Temperature dependence of the Franck–Condon spectra of (a) S0→S1, 

(b) S0→S2, and (c) S1→S0 transiAons of Py·44H2O cluster normalized to unit 

height. Procedure 1, Lorentzian broadening with HWHM ~5 cm
–1

. 

Conclusions 

The absorption and emission spectra of free pyrene and pyrene 
in water ice matrix were simulated ab initio. The vibronic 
profile of the absorption spectrum of the free molecule and the 
molecule in the water cluster are well reproduced within the 
Franck–Condon approximation. The fluorescence spectrum of 
the gas-phase pyrene cannot be reproduced within pure Franck–
Condon or within Franck–Condon and Herzberg–Teller 
approximation. Nonadiabatic intensity borrowing from the 
allowed electronic transition should be included in the model. 
However, the fluorescence spectrum of pyrene in the water 
cluster is satisfactorily reproduced within the Franck–Condon 
approximation. Both absorption and emission spectra of pyrene 
in the water cluster are broadened due to the translations and 
torques of pyrene in the solvent cage even at low temperatures. 
This broad but well structured spectrum shape should be taken 
into account in the identification of PAHs in cometary ice. 
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