
www.rsc.org/advances

RSC Advances

This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. This Accepted Manuscript will be replaced by the edited, 
formatted and paginated article as soon as this is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 



RSC Advances                                                     RSCPublishing 

ARTICLE 

This journal is © The Royal Society of Chemistry 2013 J. Name., 2013, 00, 1-3 | 1  

Cite this: DOI: 10.1039/x0xx00000x 

Received 00th January 2012, 

Accepted 00th January 2012 

DOI: 10.1039/x0xx00000x 

 

Keywords:  

BCC skin cancer, FTIR 

Spectroscopy, Quadratic 

Discriminant Analysis, 

Genetic Algorithm  

 

Genetic algorithm spectral feature selection coupled 

with quadratic discriminant analysis for ATR-FTIR 

spectrometric diagnosis of basal cell carcinoma via 

blood sample analysis 

 

Mohammadreza Khanmohammadi,*
a
 Keyvan Ghasemi

a
 and Amir Bagheri 

Garmarudi
a
 

A diagnostic approach for basal cell carcinoma (BCC) has been developed based on 

investigation of infrared spectra of blood samples. Different predictive procedures were 

developed using quadratic discriminant analysis (QDA) combined with simple filtered method 

and genetic algorithm (GA) as a feature subset and wavelength selection strategy. Results 

showed 94.74% and 100 % of accuracy for Filtering-QDA and GA-QDA models respectively.  

Introduction 
Basal cell carcinoma (BCC) is about 45% abundant in skin 

cancer known as the most common malignant disease in 

human. According to literature most of skin cancer patients are 

more than 40 years old. High rate of this disease has cost sever 

diagnosis related researches enabling the fast, correct in useful 

detection of malignancy. Nowadays, the most common 

diagnostic methods for cancer diagnosis rely on pathologic 

biopsies. During the last decade spectroscopy has been 

introduced as an efficient tool for such an aim. The main 

drawbacks of biopsy based detection approaches are in relation 

with: 

• Heterogeneity of samples  

• Difficult preparation procedure. 

• Being harmful for the organ  

• Probable leading to spread of cancer. 

•  Being a time consuming procedure  

• Non-useful quality of the prepared sample for analysis 

due the physical damages.  

Taking into account the dependence of obtained results to the 

experience of pathologist, it seems necessary to suppose more 

reliable approaches. Fourier-transform infrared spectroscopy 

(FTIR) is one of the recent introduced methods which have 

been employed to detect cancer tissues from non-cancerous 

ones in different types of cancer [1-7]. 
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 As mentioned before, within the last decade the use of Fourier 

transform infrared (FTIR) spectroscopy, has been much to the 

forefront in the development of practical diagnostic tools in 

cancer detection studies. It has been demonstrated that FTIR 

spectroscopy can reliably distinguish multiple types of 

carcinoma from healthy tissue but preparation of tissue samples 

is so time consuming and it needs a very sensitive keeping 

condition. The same as cancer, many other diseases have been 

studied by different techniques of vibration spectroscopy, using 

blood samples as the analyte [8-10].  

 Edwards and Duntley have studied skin samples by optical 

spectroscopy [11]. Lack of an easier procedure for malignancy 

diagnosis studies e.g. analyzing the samples which are provided 

easier, with more availability and providing more reliable 

results has led to utilizing blood samples for FTIR analysis. 

Previous studies confirm that chemometric processing of the 

data obtained from FTIR spectroscopic analysis of blood 

samples could be a useful method for this aim. Spectroscopic 

investigation of whole blood samples has been reported as a 

novel, accurate, precise and easy to perform method for cancer 

diagnosis [12-13].  

Previous experiences have confirmed the role of chemometrics 

in quantitative and qualitative analysis. Several chemometric 

techniques are applied while a research is performed in order to 

combine the statistical skills with chemical ones, achieving the 

aimed analytical goals [14]. in case of BCC ,application of soft 

independent modeling of class analogy (SIMCA) and artificial 

neural networks (ANN) have been practically useful for 

diagnosis [13,15] .Research activities is faced to development 

of more comfortable and reliable chemometrics models which 

may usually provide more powerful analyzing system for the 
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researchers. Thus efforts for development of more specific 

models are always continued.  

In this research quadratic discriminant analysis (QDA) coupled 

with variables selection method have been applied to improve 

the output of model. Nowadays, the application of discriminant 

function for prognostic and diagnostic classification in clinical 

medicine has become very common in different aspects. In 

particular, wavelength selection method could usually modify 

the output of analysis. In the present work, FTIR absorbance 

spectra of blood samples from healthy people and those with 

BCC skin cancer has been considered. An exploratory analysis 

was performed on spectrometric data in order to evaluate the 

feasibility of QDA. Filtered spectra were coupled by QDA and 

GA-QDA models for the diagnosis of BCC skin cancer. The 

efficiency of QDA with abovementioned modifiers was 

compared in automated classification of BCC. 

 

Experimental 
Apparatus and software 

Spectroscopic data were obtained by a Bomem (Quebec, 

Canada) MB series FTIR spectrometer equipped with a DTGS 

mid-range detector; a KBr: Ge/Sb2S3 coated beam splitter and 

a SiC source, using SpectraTech (Warrington,UK) in-

compartment contact with sampler horizontal attenuated total 

reflector with a 45° ZnSe trough plate. Pls-plus / Iq button to 

the GRAMS/32 version 5 and higher software Galactic 

industries corporation was used to process the absorbance data.  

All FTIR absorbance spectra were recorded in 900-2000 cm-1 

spectral region with a data point spacing of 3.85 cm-1, being 

processed by MATLAB (Ver. 7.11) based m.files.  

 

Sample preparation and typical modeling  

Spectroscopic studies have been performed in first 48 hours 

after sampling to reduce the variations in blood structure. In all 

spectrometric investigations the whole blood samples were 

used. EDTA (5% concentrated, Merck) was used an 

anticoagulant and avoiding the spectral overlapping and 

shielding effect of water as the main ingredient of blood 

sample, it was set as the background in all of recorded spectra 

(totally 108 samples). 

Training step was the 38 samples were considered for both sex, 

male and female (18 samples in normal case and 20 samples in 

cancer case). Then 15 known samples (7 normal and 8 cancer) 

were introduced to training model as validation. Finally, 75 

unknown samples (35 normal and 40 cancer) were predicted by 

the models, being compared with pathologic clinical results. 

Patients were 40-60 years old, who had passed pathologic 

cancer diagnosis tests and all were informed about our research 

aim, participating in research tests voluntarily. The pathologic 

diagnostic studies were performed in Shahid Rajaee Hospital, 

Qazvin, Iran (Associated with Qazvin University of Medical 

Sciences). 

 

Result and discussion 
Spectroscopic features of FTIR spectral from BCC cases 

Significant variations have been observed in dermal FTIR 

spectra comparing to the other skin components. These are 

mainly due to absorptions from collagen in dermis. Subtle 

differences in protein structure and nucleic acid content of BCC 

cases would cause severe spectral variations [16]. Accordingly, 

FTIR spectroscopy as a finger print monitoring method is 

useful to explore distinctive characteristics of basal cell 

carcinoma versus normal skin samples. The main spectral 

characteristics of BCC are: 

- increased hydrogen bonding of the phosphodiester group of 

nucleic acids 

- decreased hydrogen bonding of the C-OH groups of proteins 

- increased intensity of the band at 972 cm-1 

- decreased intensity ratio between the CH3 stretching and CH2 

stretching bands 

- accumulation of unidentified carbohydrates 

which some of them are specifically observed in BCC [17]. 

Table 1 demonstrates the main spectral changes which have 

observed in BCCs. 

Table 1- Main spectral changes in IR spectra due to BCC 

Spectral 

Region (cm-1) 

vibration Functional 

Group 

Biochemical 

structure 

1680-1640 stretching amide I Protein 

1300-1220 stretching amide III Protein 

940-928 stretching C-C Amino acids 

1450-1420 scissoring CH2 Lipid 

1305-1295 in-plane 

twisting  

-(CH2)n- Lipid 

640–800 out-of-

plane 

NH bending Protein 

 

Precise study of multi signal spectral features in 1220-1360, 

900-990 and 830-900 cm-1 spectral region would enable a 

discriminative analysis BCC and normal skin Spectra [18-20]. 

BCC is a multi-factorial disease in which both environmental 

factors and host genetic factors are implicated in tumorigenesis. 

Although the molecular genetic pathogenesis of BCC is not 

clear, p53 mutation has been reported and may form an 

important part of the pathogenetic sequence in a majority of 

BCC cases [21-25]. In case of biochemical variations during the 

disease progression, some of the most noticed signals are 

expression of simple epithelial keratins and high level of kinase 

D. Another biomarker is a cytoskeletal protein named keratin 

17 (K17). K17 normally functions to provide mechanical 

support, and participates in the regulation of programmed cell 

death as well as protein synthesis, in various types of skin 

epithelial cells [26-30]. Researchers are engaged with 

discovering the structural changes associated with BCC, which 

encompass several components of the cell, in agreement with 

the expected complexity of the malignant phenotype. The 

recent developed experimental approaches for early detection of 

skin cancer which consists of a melanoma gene detection blood 

test, would detect the probable circulation of melanoma cells. 

The next step is to discover the certain proteins which do exist 

mostly on cancerous, called tumor antigen 90 (TA-90). The 

abovementioned blood test would check for antibodies to TA-

90. Considering the general aspects of these investigations, 

blood analysis is a useful trend for proposing novel diagnosis 

procedures. Successful diagnosis of BCC via FTIR 

spectroscopy depends on the power of the chemometric model. 

More powerful model with more specific functioning causes 

more reliable results.  
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Investigating the main informative spectral region of blood 

samples (1800-900 cm-1) the most significant features are 

realized (Table 2).  

Table 2- Spectral features of blood IR spectra in case of BCC 

Spectral 

Region (cm-1) 

Type of 

vibration 

Functional 

Group 

Structure 

1680-1630 stretching C=O Amide 

RCONHR 

1640-1620 bending C=O Amide 

RCONHR 

1570-1540 Stretching 

bending 

C-N 

-N-H 

RCONR2 

 
 

In many situations, spectral signals at these regions would 

overlap and their identification is impossible. According to 

previous experiences, in order to evaluate the effect of signals 

due to all biochemicals of blood, the FTIR absorbance spectra 

in total spectral region (1800-900 cm-1) was selected to carry 

out the data processing. Figure 1 shows a typical average IR 

spectrum of cancer and normal cases. 

 

 

 

 

 

 

  
 

 

 

 

 

 

 

 

 

 

Figure 1-Typical average spectra of blood samples from normal and 

cancer cases 

 

Linear Discriminant Analysis (LDA) 

Basic expression 

LDA is a well-studied useful method of pattern recognition. It 

has been originally proposed by Fisher [31-32] and is applied 

very often in chemometrics. LDA [33,34] aims to produce a 

linear classifier which can successfully differentiate classes. A 

group of objects belong exactly to one out of k similar classes 

and the class membership is known for each object. Each object 

is defined by some characteristic parameters. LDA uses this 

information to calculate (k-1) linear discriminant functions 

describing a separation hyper plane which would optimally 

discriminate k classes. These functions are applied to assign the 

unknown objects to classes. The normal vector of this 

separation plane is the direction that maximizes the ratio of the 

difference between classes (interclass variance) to the 

differences within the classes (intra class variance). This 

direction of the vector is simply the direction that connects the 

class means if the intraclass variance is one in all directions, i.e. 

if the intraclass covariance matrix is the unity matrix. In this 

research LDA was applied using spectral band ratios as 

parameters to distinguish FTIR spectra of normal blood sample 

and cancerous cases. Applications of LDA with diagonal 

covariance matrix estimation (naive bayes) have also been 

reported [35-37]. LDA classification is based on the 

Mahalanobis distance which is derived from a common 

covariance matrix for all classes, while QDA classification is 

based on a Mahalanobis distance that is based on class-specific 

covariance matrices. QDA is less subject to constraints in case 

of the distribution of objects in space. The Naive Bayes 

classifier is designed to be used when features are independent 

of one another within each class, but it appears to work well in 

practice even in the situation by which the independence 

assumption is not valid. 

In this work QDA was applied to 38 samples as a training set 

and performance of validation set was compared to models with 

a reduction strategy in model for prediction improvement. Error 

rate, correction rate, sensitivity and specificity are some of the 

figures of merit have been reported in table 3. Obtained results 

confirm the reliability of model for training set while the 

validation results are not noticeable enough. In other words, 

sensitivity of the results for training is about 90.00% while this 

point is about 75.00% for validation which is not acceptable for 

clinical purpose. 

Table 3- Results of QDA for training and validation set by total 

range of spectra. 

Parameter Training Validation 

Correction Rate 92.11 80.00 

Error Rate 7.89 20.00 

Sensitivity 88.89 85.71 

Specificity 95.00 75.00 

 

Filtering of spectra 

Previously presented model would illustrate the usefulness of 

selecting subsets of variables which provide acceptable 

predictive power together, as opposed to ranking variables 

according to their individual predictive power. This problem is 

investigated outlining the main directions which have been 

taken to tackle it. The main aim is to reduce the dimension of 

the data by finding a small set of important features which can 

give good classification performance. Filtering methods rely on 

general characteristics of the data to evaluate and to select the 

feature subsets without involving the chosen learning algorithm 

[38-39]. 

Filters are usually used as a pre-processing step since they are 

simple and fast. A widely-used filtering approach is to apply a 

univariate criterion separately on each feature and assuming 

that there is no interaction between features. This method relies 

on simple statistic hypothesis tests which assume that the data 

are independently sampled from a normal distribution. As a 

result, t-test is applied on each feature and p-value (or the 

absolute values of t-statistics) is compared for each feature as a 

measure of how effective it is at separating groups. T-test with 

a null hypothesis on data in the vectors x and y that were 

independent  random  samples  from  normal  distributions was 
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performed- with equal means and equal but unknown 

variances- on the other hand  the alternative was  that the means 

are not equal. The result of the test is returned in h. h = 1 

indicating a rejection of the null hypothesis at the 5% 

significance level. h = 0 indicates a failure to reject the null 

hypothesis at the 5% significance level. So when the p-value 
for the under studying feature was below the critical values of 

hypothesis (0.05 in this case) we reject the null hypothesis and 

conclude that the two population means are different at the 0.05 

significance level. It means the feature has significant effect if 

selected for classification. In order to get a general idea of how 

well-separated the two groups are by each feature, empirical 

cumulative distribution function (CDF) of p-values is plotted 

(Figure 2). Cumulative distribution functions are used to 

specify the distribution of multivariate random variables. There 

are about 25 % of features having p-values close to zero and 

54% of features having p-values smaller than 0.05, meaning 

there are about 138 features among the original 260 features 

that have strong discrimination power. One can sort these 

features according to their p-values (or the absolute values of 

the t-statistic) and select some features from the sorted list. 

However, it is usually difficult to decide how many features are 

needed unless one has some domain knowledge or the 

maximum number of features that can be considered has been 

dictated in advance based on outside constraints. 

       
 

Figure 2- Empirical Cumulative distribution Function plot after 

filtering. 

 

Accordingly it was decided to use the features with p-value 

smaller than 0.05 as significant features.  Results of QDA 

model for training and test set have been reported in table 4. 

 

Table 4- QDA results after filtering 

Parameter Training Validation 

Correction Rate 94.74 80.00 

Error Rate 5.26 20.00 

Sensitivity 94.44 85.71 

Specificity 95.00 75.00 

 

During the filtering approach, there are 138 features with 

highest significance in model. The main goal here is to reduce 

the dimension of the data by finding a small set of most 

important features which can give reliable classification 

performance. As a result, after evaluation of selected feature by 

filtering, about 23% of selected features are in critical infrared 

spectral region of BCC about 1500-1700 cm-1. 

 

This selection is compatible to the assigned spectral features of 

blood IR spectra in case of BCC which have been shown in 

table 2. Results show some improvement in prediction 

performance. Clearly this modification is not reliable enough to 

improve the model because filtering relies on general 

characteristics of the data to evaluate and to select the feature 

subsets without involving the chosen learning algorithm 

method (for this case classification). Selected features are 

shown in figure 3. 

 

         

           Figure 3- selected wavelength after filtering. 

 

 Genetic Algorithm (GA) 

Since optimization problems arise frequently, this makes GAs 

quite useful for a great variety of tasks. As in all optimization 

problems, researchers are faced to the problem of 

maximizing/minimizing an objective function f(x) over a given 

space X of arbitrary dimension. Classification problem deals 

with associating a given input pattern with one of the distinct 

classes. Patterns are specified by a number of features 

(representing some measurements made on the objects that are 

being classified) so it is common to propose them as d-

dimensional vectors, where d is the number of different 

features. Patterns are points in this d-dimensional space and 

classes are sub-spaces. Classification problem reduces to 

determining which region a given pattern falls into. If classes 

do not overlap they are said to be separable and, in principle, 

one can design a decision rule which will successfully classify 

any input pattern. A decision rule determines a decision 

boundary which partitions the feature space into regions 

associated with each class. It represents our best solution to the 

classification problem. [40-43] 

Selected parameters used in GA are shown in table 5. These 

parameters have been selected after performing genetic 

algorithm procedure frequently, extracting the best set of them. 

 

Table 5- Selected parameters for GA. 

population size 10 

generation 50 

variable 16 

fitness function Quadratic Discriminant Analysis 
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mutation rate 0.01 

 

Figure 4 shows the selected wavelength of GA, approving that 

these feature selection methods have selected some wavelength 

with high efficiency in classification algorithm.  

 
         Figure 4- selected feature by GA 

 

The ultimate goal of the genetic algorithms is the optimization 

of a given response function. These algorithms are inspired by 

the theory of evolution: in a living environment, the “best” 

individuals have a greater chance to survive and a greater 

probability to spread their genomes by reproduction. In this 

work our response function was QDA and all selected feature 

for being in best group should be examine with the classifier 

performance. As a results after application of GA-QDA ,there 

were about 16 exact features that were based on this selection 

criteria and also were best matching with range of spectral 

domain that were significantly responsible in BCC diagnostic. 

Output of GA–QDA approach shows great modification in 

calibration and test set which is reported in table 6. It is 
important to realize that the performance of GA is based on 

population of solution rather than on one specific solution. In 

this case the accuracy of GA was defined, so GA check several 

set of population (wavelengths in this case) which are so closer 

to solve our problem and when the QDA classifier was in the 

selection process these selected features  cause best 

classification performance for diagnosis purposes. Not that this 

properties is opposite to filtering method. IN filtering the 

selection criteria is general and determines by significant in 

simple statistic test and shows poor capability rather than GA. 

Table 6- QDA results after GA wavelength selection 

Parameter Training Validation 

Correction Rate 100.0 93.33 

Error Rate 0.00 6.67 

Sensitivity 100.00 85.71 

Specificity 100.00 100.00 

 

Method Comparing  

In order to evaluate the role of each variable selection strategy 

in model performance target factor analysis (TFA) was 

performed. In TFA, some perfectly characterized target vectors 

with chemical meaning e.g., reference spectra, can be tested to 

observe whether they lie in the space spanned by the data set. If 

they are found to lie within the space, they can be identified as 

real sources of variation. Thus all of 15 samples of validation 

set were projected on calibration space before and after feature 

selection model and their distance and angle has been 

calculated. All of calculated distances and angles of GA-QDA 

dataset are closer to the subspace of calibration and shows 

capability of the selected method. On the other hand the results 

of projection of filtered data do not demonstrate significant 

change. Comparing the output of QDA and GA-QDA, GA is 

confirmed to be capable to reduce mean of distance of data 

from 0.071 to 0.049. The receiver operating characteristic 

curves (ROC) have been compared in figure 5 to test the quality 

of the discrimination and compare among the variable selection 

methods. Finally, all models analyzed in the present study have 

been evaluated by test samples and compared results are 

presented in Tables 7 and 8. 

 

Table 7- TFA evaluation for validation set. 

method Distance angle 

QDA 0.0719 4.1229 

GA-QDA 0.0491 2.8149 

 

 

Table 8- comparing between feature selection methods. 

Parameter QDA FILTERED-QDA GA-QDA 

Correction Rate 90.67 94.67 97.33 

Error Rate 9.33 5.33 2.67 

Sensitivity 85.71 94.29 1.00 

Specificity 95.00 95.00 95.00 

 

On the other hand, ROC of GA-QDA at several thresholds 

around optimum value has been plotted in figure 6. 

Discrimination power of classifier in the test set is realized in 

suitable condition and can be verified by several cut off points 

according to table 9. 

 

Table 9- Statistical parameters of different cut off points 

 Accuracy (%) Std. Error (%) 95% C.L. (cut off 

point) 

1 94.4 2.7 0.890 0.997 

2 94.2 2.8 0.888 0.996 

3 94.2 2.8 0.887 0.996 

4 92.5 3.2 0.863 0.987 

 

 

In this work,  target factor analysis has been employed for 

selected spectral data ,and results of spanned spectra to 

calibration set confirms that  selected feature have a closer 

distance to the calibration set and this exhibited the quality of 

input data from obtained spectra has been improved. On the 

other hand, ROC curve for several unique thresholds have been 

plotted and results in other point than optimum value for 

sensitivity and specify (with a cutoff point 0.89 and 1 in plot) 

show that there are some tolerances in prediction of classifier. 

In table 9 results of several cut off point is illustrated. Accuracy 

has been measured by the area under the ROC curve. An area 
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Figure 5- ROCs for different chemometric methods 

 

 

 

  

of 100% represents a perfect test and decrement in this value 

shows lack of reliability in classification power. Fortunately, 

the reduction in these values is not significant in this work. 

 

 

 

Figure 6- ROCs of GA-QDA at several thresholds 

 

Conclusions 

A diagnostic approach for basal cell carcinoma (BCC) has been 

developed based on investigation of infrared spectra of blood 

samples. Chemometric and multivariate statistical analyses 

were utilized to generate an automated IR-based histology 

without any chemical preparation. Different predictive 

procedures were developed using Quadratic Discriminant 

Analysis (QDA) combined with simple filtered method and 

genetic algorithm (GA) as a feature subset and wavelength 

selection strategy. Spectroscopic studies were performed in 

900-2000 cm-1 spectral region with 3.85 cm-1 data space. The 

main object was to discriminate between the spectra of healthy 

and malignant cases. Results showed 94.74% and 100 % of 

accuracy for Filtering-QDA and GA-QDA models respectively. 

In the first step, 38 blood samples were applied to construct the 

model. In order to modify the capability of QDA in prediction 

of test samples, two different feature selection methods have 

been applied. It was concluded that ATR-FTIR spectroscopy 

and QDA-GA chemometric technique would be a reliable 

approach for detection of BCC via blood sample analysis. 
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