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Pigment Violet 19 - a Test Case to Define a Simple Method
to Simulate the Vibronic Structure of Absorption Spectra
of Organic Pigments and Dyes in Solution
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Laboratoire de Chimie Théorique, Unité de Chimie-Physique Théorique et Structurale, Université
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Abstract

A typical quinacridone pigment, PV19, has been used to analyze the impact of several
computational parameters on the UV /vis absorption band shape in solution, simulated using
density functional theory and time-dependent density functional theory levels of
approximation. These encompass, i) the choice of exchange-correlation functional, ii) the
basis set, iii) the method for non-equilibrium optimization of the excited state geometry, iv)
the approach for evaluating the vibronic band structure, v) the peak broadening, and vi) the
scaling of the harmonic vibrational frequencies. Among these, the choice of exchange-
correlation functional is certainly of the most importance because it can drastically modify the
spectral shape. In the case of PV19, the M05-2X and to a lesser extent CAM-B3LYP XC
functionals are the most efficient to reproduce the vibronic structure, confirming the
important role of exact Hartree-Fock exchange. Still, these functionals are not the most
reliable to predict the excitation energies and oscillator strengths, for which M05, a functional
with less HF exchange, performs better. For evaluating the vibronic structure, the simple
gradient method, where only one step of geometry optimization of the excited state is carried
out and the gradients are used to evaluate the Huang-Rhys factors as well as to determine the
excited state geometries produces a spectrum that is very similar to the ones obtained with
the more involved Duschinsky and geometry methods, opening the way to a fast simulation of
the UV/vis absorption spectra of pigments and dyes. Then, the effect of scaling the calculated
vibrational frequencies to account for anharmonicity effects as well as for limitation of the
method also impacts the shape of the vibronic spectrum and this effect depends on the
method used to determine the Huang-Rhys factors. Indeed, scaling the vibrational
frequencies by a factor which is typically smaller than 1.0 results in a relative decrease of the
0-1 peak intensity with respect to the 0-0 band when optimizing the geometry of the excited

state whereas the effect is opposite and magnified if using the gradient method.



Photochemical & Photobiological Sciences Page 2 of 29

I. Introduction

Designing organic compounds and materials with targeted colors remains a challenge
with important technological applications.! Besides scattering effects, color is determined by
the absorption spectrum of the compounds, which goes beyond listing the wavelengths
corresponding to the absorption band maxima. Indeed, color is also determined by the
intensities as well as by the shapes of the different absorption bands in the visible wavelength
range. The complex process to design colored materials can take advantage of structure-color
relationships, derived over many decades using spectroscopic characterizations.? More
recently, owing to the access to computational facilities of increasing power, theoretical
chemistry has appeared as a complementary tool.3-¢ Still, the prediction of the color of a given
material relies on the accurate prediction of the optical properties of the constitutive

molecules as well as of the impact of its surrounding in the material.

Quinacridones represent a major family of industrially important pigments. While
quinacridones are most often used as solid pigment dispersions in practical applications, the
understanding of the spectrum of the non-aggregated molecule, as investigated here, is a
crucial first step in understanding the absorption spectrum of the solid pigment. Inter-
molecular coupling effects that modify the absorption spectrum in the solid state have been

modeled at various levels of approximation for quinacridones.”

This paper addresses the first step of these color prediction and design by reporting on
the use of quantum chemistry methods to predict the absorption band shape in solution of a
typical quinacridone pigment, Pigment Violet 19 (PV19). PV19 is the structurally simplest
representative of this family of industrially important pigments. Though high-level ab initio
methods have been designed to predict molecular optical properties,# these theoretical
simulations are usually based on the methods of the time-dependent density functional
theory (TDDFT),>¢ which can be employed to large systems in limited computational time.
Besides the choice of exchange-correlation (XC) functional, several technical aspects of
predicting the vibronic band structure are assessed in comparison with the experimental
spectrum. Next Section describes the different methodological and computational aspects of
these simulations while the results are presented and discussed in Section 3. Section 4 draws

the main conclusions of this paper.
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Scheme 1: Sketch of the PV19 molecule
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I1. Methodological and computational aspects
ILA. Ground state geometries and exchange-correlation functionals

The molecular geometry of the PV19 ground state in solvent was optimized using DFT,
followed by a calculation of the vibrational frequencies to confirm it is stationary point on the
potential energy surface. The 6-31G(d) basis set was used in most cases while additional
calculations were performed with the 6-311G(d), 6-31G(d,p), and 6-31+G(d) basis sets to
assess the impact of adding a set of valence, polarization on the H atoms, and diffuse
functions, respectively. Solvent (DMSO) effects were taken into account with the IEF-PCM
method.® The following exchange-correlation functionals were used: B3LYP-35,° Gaussian
version of BHandHLYP,10 M05,11 M05-2X,11 LC-BLYP,12 and CAM-B3LYP.13 BHandHLYP is a
hybrid GGA functional, where the GGA correlation is provided by the LYP expression and the
exchange part is a mixture of the GGA (Becke) exchange functional with 50% of HF
exchange.l® B3LYP-35 is a modified version of B3LYP,14 having 35 % exact HF exchange
instead of the standard 20 %, that was employed successfully in previous works on the
vibronic structure and resonant Raman spectra of julolidinemalononitrile.® M05 and M05-2X
are hybrid meta-GGA functionals, which depend explicitly on the local kinetic energy density
in the exchange-correlation potential, together with a part of HF exchange, which amounts to
28% and 56%, respectively.ll Range-separated GGA hybrids were also considered with i) the
LC-BLYP functional, which applies the long-range correction (LC) of Hirao and coworkers to
BLYP, i.e. containing 100% of HF exchange at long range with a range-separating parameter
(u) of 0.47,'2and ii) the CAM-B3LYP functional, which adds a long-range correction using the
Coulomb-attenuating method and includes 19% of HF exchange at short range and 65% at
long range with u = 0.33.13 Comparisons of the results obtained with the hybrid functionals
MO05, B3LYP-35, BHandHLYP and M05-2X allow the assessment of the impact of varying the
amount of range-independent exact HF exchange in the functional whereas their comparison
with CAM-B3LYP and LC-BLYP informs about the impact of short- and long-range HF
exchange. The latter two functionals are also expected to produce better results for relatively
large molecules. In a few calculations the more recent M06-2X functional®> (having 54 % HF
exchange) was used, but this functional was not studied in much detail, since the results
obtained were very similar to the ones obtained with M05-2X. All calculations were run with

Gaussian 09 revision C.01.16

ILB. Excitation energy and geometry optimization of the excited states

The excitation energies and transition dipoles for the 20 lowest-energy excited states
were calculated at the TDDFT level.l7” The same functionals, basis sets, and solvation method
were employed as for the ground state characterizations. For all excited state calculations an
ultrafine integration grid was specified mainly because a small number of geometry

optimizations of excited states failed to terminate when the default integration grid was used.
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The excited states responsible for absorption of PV19 in the optical domain were identified.
With all combinations of functional and basis set there was only one excited state with
significant oscillator strength in the optical and “near”-optical domain, and this was always
the first excited state.

The geometry of that relevant excited state was then optimized with TDDFT, using the
same level of approximation.'® A non-equilibrium solvation model was employed to describe
the fast electronic process of optical absorption,® though this sometimes remains a non
systematic approach.td Indeed, the non-equilibrium solvation model allows the determination
of the PV19 excited state geometry in equilibrium with the electronic degrees of freedom of
the solvent, contrary to the situation where the electronic and orientational degrees of
freedom of the solvent are fully relaxed relative to the electrostatic potential of the excited
state. Two different methods were used to establish non-equilibrium solvation. In the first
method we specify non-equilibrium solvation by using standard Gaussian keywords, which
initiates a TDDFT excitation energy calculation, followed by geometry optimization of the first
excited state with non-equilibrium solvation.18> This approach is here referred to as the “td
method”, owing to the td = nonegsolv Gaussian keyword. We also tried a second method
for non-equilibrium solvation, where we specify an equilibrium solvation, but the static
dielectric constant (which is the one used for full equilibrium solvation) is replaced by the
dynamic dielectric constant, effectively causing only the electronic degrees of freedom of the
solvent to adapt to the modified electron density of the excited state. In the case of DMSO, the
optical dielectric constant is fixed at 2.007899. This second method of non-equilibrium
solvation, which was employed in some of our recent investigations, is here called the “eps
method”.

An alternative to full geometry optimization of the excited state consists in calculating
the gradients of the excited state energy with respect to the vibrational normal mode
coordinates (Q,) of the ground state. In that scheme, the A, displacement along the normal
coordinate Q, is given by the partial derivatives of the excited state electronic energy E. with

respect to the normal coordinate Q, calculated at the ground state equilibrium geometry:
1

That approach is very useful for difficult cases where the geometry optimization of the excited

JE,

A, =-
90,

(1)

0

state fails, making it impossible to carry out the subsequent steps of the simulation of the

spectrum on the basis of the optimized geometry of the excited state.

The vibrational frequencies and normal modes of the excited state were also
determined using the procedure implemented in Gaussian 09,18 after performing geometry
optimization with the “td method” or the “eps method”.
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IL.C. Simulation of the absorption spectra

Several approaches have been used to simulate the absorption spectrum and its
vibronic structure. Once a functional, basis set, and a method for non-equilibrium solvation of
the excited state has been chosen, the spectrum can be calculated at three different levels of

“completeness” :

* (Calculation of the spectrum with inclusion of the effects of Duschinsky rotation20-21
represents the most complete procedure. In addition to the calculation of the ground
state vibrational frequencies, calculation of the excited state vibrational frequencies is
also required, which is the most time-consuming step in the procedure. However, this
is the “reference” method against which simpler and faster methods need to be
benchmarked. This procedure will be called the “duschinsky” procedure. It is feasible
only if the optimized geometry of the excited state is not too different from the ground
state geometry. This calculation is performed using the Gaussian code, which
calculates recursively the Franck-Condon factors following Ref. 21b.

* A first approximation consists in ignoring Duschinsky rotation. This is a significantly
faster procedure since it does not require the vibrational frequencies of the excited
state to be calculated. Therefore, the assumption that the frequencies of the excited
state are identical to the ones of the ground state is made. It will be called the
“geometry” procedure. Like the “duschinsky” procedure, the “geometry” procedure
fails if excited and ground state geometries are too different.

* In a further approximation, the geometry of the excited state is not optimized, and
only the gradients in the excited state are calculated. Again, one assumes that the
frequencies of the excited state are identical to the ones of the ground state. Since this
corresponds to performing only one cycle of geometry optimization of the excited
state, this is by far the fastest procedure. It will be called the “gradient” procedure. It is
generally feasible, i.e. even if the optimized ground and excited state geometries are

very different.

The “duschinsky” procedure is based entirely on the Gaussian09 package. In absence of
Duschinsky rotation, however, an in-house-developed code was preferred because it allows
using both the “geometry” and the “gradient” procedures. All procedures assume that the
Born-Oppenheimer approximation is valid and that the potential energy surfaces of both the
ground and excited states are harmonic. In the latter approach, the Franck-Condon overlap
integrals are evaluated from the Huang-Rhys factors, HR, = Az( /2. Reliable results require
that the sum of the Franck Condon factors be at least 0.95. To accelerate the convergence of
these vibrational overlap calculations, the in-house procedure allows i) to eliminate all modes
with a Huang-Rhys factor smaller than a threshold (set at 10-¢ in this study), ii) to keep only
the vibrational excitations with Franck-Condon factor larger than a threshold (set at 10-¢ in
this study), iii) to specify a limit on the maximum number of simultaneously excited modes (6

in this study), iv) to limit the maximum number of quanta in a vibrational normal mode (the
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maximum number of quanta is not set the same in all modes but is automatically tuned as a
function of the Huang-Rhys factors), and v) to eliminate troublesome vibrational normal
modes from the Franck-Condon overlap calculations (typically, some modes with very low
vibrational frequencies and large Huang-Rhys factors, however this was not necessary in the
case of PV19). While the criterion on the sum of the Franck Condon factors is sufficient to
know if all the important vibrational excitations have been taken into account, the program
can show the individual errors made by using a specific threshold when keeping the
important contributions (point ii), by the limit on the maximum number of simultaneously
excited modes (point iii), and by the limit on the maximum number of vibrational quanta
(point iv).

Several additional variables can be specified in the calculation of the spectra. Firstly,
peak broadening needs to be applied to all vibronic transitions. Gaussian peak shapes were
used with a typical full width at half of the maximum (FWHM) of 0.1 eV. Peak broadening is
needed in order to empirically account for several factors which cannot be included in the
theoretical treatment, e.g. inhomogeneous broadening because of different solvent
configurations around the chromophore, Doppler effect, population of excited low-energy
vibrational levels in the ground state. It is also needed in order to take account of peak
broadening by coupling of the electronic excitation to low-energy vibrations (not necessary in
the case of PV19) and rotations that cannot be included in the calculations (see above).
However, it should be realized that replacing the true coupling to a low-energy vibrational
mode with a large Huang-Rhys factor by peak broadening does not really produce the same
effect. Indeed, while the coupling to the low-energy mode causes a shift of the peak maximum
to lower energy together with a broadening, the empirical broadening does not shift the peak
maximum. In addition, the Gaussian shape of the broadening differs from the Poisson
distribution of the vibronic transitions. Still, in the case of PV19 none of the low-energy
vibrations had to be excluded.

Moreover since the (TD)DFT calculated vibrational harmonic frequencies overestimate
the experimental vibrational transition frequencies, it may be necessary to scale them by
some factors.22 These overestimations and thereof best scaling factors depend on the
exchange-correlation functional. In the initial calculations no frequency scaling was applied,

but the effect of this variable was investigated.

Finally, since the main purpose of this work is to compare absorption band shapes
between different methods as well as between simulations and experiment, the spectrum can
be shifted. Unless otherwise stated, the energy shift was selected such as to shift the
maximum of the longest-wavelength absorption band (the “0-0” band for PV19) to exactly
523 nm (i.e. the experimental absorption maximum). Note that the true lowest-energy

excitation in a vibronic structure is the true 0-0 excitation.

Summarizing, the impact of the following parameters on the calculated absorption
band shape of PV19 is discussed in this paper :
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* the exchange-correlation functional

* the basis set

* the method for non-equilibrium geometry optimization of the excited state geometry
(“td” versus “eps”)

* the method for calculation of the energies and oscillator strengths of the vibronic
excitations (“duschinsky” vs “geometry” vs “gradient”)

* the peak broadening

* the vibrational frequency scaling

The absorbance is calculated at energies spaced by a 0.001 eV interval, corresponding to a
resolution of 0.22 nm at the experimental absorption maximum. This resolution, needed to
allow detailed comparisons between different simulated spectra, is far better than the

resolution of the experimental spectrum (1 nm).

IL.D. Experimental method

The experimental absorption spectrum was obtained by dissolving PV19 in DMSO at a
concentration of 6.40 x 10-> mole/liter. Absorbance was recorded at 1 nm intervals. The
oscillator strength was calculated by integrating over the entire absorption band (from 400 to
550 nm) after plotting the spectrum as the molar extinction coefficient against the wave

number (in cm1) :

f=4319x10"° fs(o)dv (2)

III. Results and discussion
II1L.A. Effects of the XC functional on the vertical excitation and emission energies

The equilibrium structure of PV19 in the ground state is perfectly planar, as
determined with all functionals. Only the 1st excited state is responsible for absorption in the
optical domain, since only this state has appreciable oscillator strength in or near optical
frequencies. Resonance wavelengths and oscillator strengths for the vertical excitation from
the equilibrium ground state geometry are compared to experimental data in Table 1. The
experimental excitation energy corresponds to the maximum of absorption. This excited state
is dominated by a HOMO to LUMO transition.
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Vertical (nm) Vertical (eV) Oscillator strength HOMO-LUMO
Character (%)

MO05 443 2.796 0.108 98.6
B3LYP-35 421 2.942 0.129 98.3
CAM-B3LYP 397 3.127 0.158 95.8
M05-2X 394 3.144 0.161 96.9
BHandHLYP 384 3.230 0.164 96.9
LC-BLYP 348 3.568 0.217 90.0
Experiment 523 2.371 0.111

Table 1. Vertical excitation energies and wavelengths as well as oscillator strengths as
determined with different XC functionals in comparison to experiment. The calculations were
performed on the corresponding ground state geometries by accounting for the solvent
effects (DMSO) with the IEF-PCM scheme and using the 6-31G(d) basis set.

The following conclusions can be drawn from these data. The resonance is predicted
at too short a wavelength with all functionals. The functional with the lowest % HF exchange
(MO5) gives a result that comes closest to the experimental value. Consequently, the
excitation energy is quite strongly overestimated with all functionals. Even with the “best”
functional the deviation is still 0.43 eV. A small part of this overestimation can be attributed to
the atomic basis set as found by comparing the M05-2X vertical excitation energies calculated
with the 6-31G(d), 6-311G(d), 6-31+G(d), and 6-31G(d,p) basis sets, which amounts to 3.144
eV, 3.080 eV, 3.017 eV, and 3.148 eV, respectively. However, this direct comparison between
the maximum of the absorption band and the vertical excitation energy makes limited sense,
since it does not take account of the vibronic structure (vide supra). The resonance
wavelength decreases (i.e. the excitation energy increases) with increasing the percentage of
HF exchange. This is in agreement with the behavior of TDDFT reported in the literature for
other molecules.>® However, there is an inversion between BHandHLYP and M05-2X (which
have similar percentages of HF exchanges). The highest excitation energy is obtained with the
range-corrected functional LC-BLYP. CAM-B3LYP gives results quite comparable to results
with M05-2X or BHandHLYP. The predicted oscillator strength corresponds well to the
experimental value when functionals with a small percentage of HF exchange are used, and
increases with the amount of HF exchange. This increase of oscillator strength with increasing
amount of HF exchange is in agreement with the behavior of TDDFT reported for other

molecules in the literature.4a 23

The geometry optimization of the 15t excited state produced also a planar structure
with all functionals, both with the “td” and “eps” method (bond length data are provided in

section IIL.D). At that geometry, the vertical emission energies and oscillator strengths
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calculated with the different XC functionals are listed in Table 2. As expected, the vertical
emission energies are smaller than the excitation energies and the difference attains 0.21 -
0.28 eV (functionals M05 to M05-2X) and up to 0.40 eV with the LC-BLYP functional, which
probably gives unrealistic results, as will be shown below. The change of the oscillator
strengths with respect to absorption is very small, generally a reduction but smaller than 10%
while the dominant character is still represented by a HOMO-LUMO transition. Moreover, the

topology of these MO’s does not change from the ground to the excited state geometries.

Vertical (eV) Oscillator strength HOMO-LUMO character (%)

MO05 2.590 0.102 98.8
B3LYP-35 2.704 0.122 98.8
CAM-B3LYP 2.847 0.147 96.9
M05-2X 2.863 0.150 97.7
BHandHLYP 2.928 0.154 97.4
LC-BLYP 3.161 0.196 91.9

Table 2. Vertical emission energies and oscillator strengths as determined with different XC
functionals. The calculations were performed on the corresponding “td” optimized excited
state geometries by accounting for the solvent effects (DMSO) with the IEF-PCM scheme and
using the 6-31G(d) basis set.

IIL.B. Adiabatic and 0-0 excitation energies versus energies of maximum absorption

The vibronic structure of the absorption spectrum was then calculated with the variety
of methods and parameters described in section II.C. Details about the absorption band shape,
and how well it matches with the experimental one, are given in the next Section. The
predicted absorption maxima that were obtained by inclusion of the vibronic structure are
given here, in order to compare them with the vertical resonance, adiabatic, and 0-0 excitation
energies. The adiabatic excitation energy is the difference between the electronic energies of
the two states at their respective equilibrium geometries. It lays in-between the vertical
excitation and emission energies. The 0-0 excitation energy is the difference between the
energies with zero-point contributions of the two states at their respective equilibrium
geometries. It is slightly lower than the adiabatic excitation energy. Since this requires
calculating the vibrational normal mode frequencies for both the ground and excited states,
the data in Table 3 were obtained by using the Gaussian package, including Duschinsky
rotation effects. The “td” excited state geometries were used and no frequency scaling was
applied. For the determination of the maximum of absorption, the spectra have then been
simulated using a FWHM of 0.1 eV while no spectral shift was applied. These predicted
energies of maximum absorption, using the Duschinsky approach, are typically 0.015-0.025

eV larger than the 0-0 energies.
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Vertical (GS) eV Adiabatic (eV) 0-0 (eV) Abs max (eV)

MO5 2.796 2.693 2.614 2.629
B3LYP-35 2.942 2.824 2.752 2.769
CAM-B3LYP 3.127 2.989 2.921 2.939
M05-2X 3.144 3.006 2.933 2.954
BHandHLYP 3.230 3.081 3.016 3.036
LC-BLYP 3.568 3.369 3.312 3.337
Experiment 2.371

Table 3. Different types of excitation energies as determined with different XC functionals in
comparison to experiment. The calculations were performed using the corresponding ground
and excited state geometries by accounting for the solvent effects (DMSO) with the IEF-PCM
scheme and using the 6-31G(d) basis set. .

Several observations can be made. When the vibronic structure is taken into account
the error between calculation and experiment is significantly reduced. MO5 still gives the
result that best matches the experimental data. With inclusion of the vibrational effects the
absorption maximum gets closer to the experimental value by 0.17 eV (29 nm). The difference
between the vertical excitation energy and the maximum of the calculated absorption band
ranges from 0.17 eV (MO05) to 0.23 eV (LC-BLYP). The position of the vertical excitation in the
absorption band is illustrated in Fig. 1, using data obtained with B3LYP-35. The vertical
excitation appears near the maximum of the “0-1” band, rather than near the absorption
maximum. This illustrates the fact that comparing calculated vertical excitation energies (i.e.
without taking account of the vibronic structure) with experimental absorption maxima
makes limited sense. Obviously, the only parameter that can be directly compared with an
experimental absorption maximum is the calculated absorption maximum, taking account of
the vibrational effects. Despite this, comparisons between calculated vertical excitation
energies and experimental absorption maxima are very frequently made in studies published
in the literature, e.g. in order to assess the relative performance of many QM methods for
predicting excitation energies. In the case of PV19, the absorption maximum is closer to the
true 0-0 excitation than to the vertical excitation. This is typically the case when the geometry
difference between the ground and excited state geometries is rather small, so that the “0-0”

band has the highest intensity.

10
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Figure 1. Visible absorption spectrum of PV19 as obtained with the TDDFT/B3LYP-35/6-
31G(d) method and IEFPCM (solvent = DMSO) in comparison with the vertical excitation
energy determined at the same level of approximation. The geometries and vibrational
normal modes of both the ground and excited states were determined, and Duschinsky
rotations were accounted for. The “td” non-equilibrium method was used and a 0.1 eV FWHM
peak broadening was applied.

IIL.C. Vibronic structure

This section concentrates in more detail on how well the experimental absorption
band shape is reproduced by the various methods, and on the impact of the various
simulation parameters on the band shape. A first interesting comparison (Fig. 2) shows the
degree of variation obtained by choosing different functionals, illustrated with the spectra
obtained with the “td” optimized excited state geometries and the “geometry” method.
Calculated spectra are compared with the experimental spectrum. All simulated spectra have
been displaced in such a way that the experimental and simulated absorption maxima

coincide, which allows an efficient comparison between the shapes of the absorption bands.

The following conclusions can be drawn. When considering the intensity of the first
vibrational satellite (“0-1 band”) relative to the main (“0-0”) band, the best match with the
experimental spectrum is obtained when MO05-2X is used. CAM-B3LYP also produces a
reasonably good match. The two functionals with a low percentage of HF exchange (M05 and
B3LYP-35) produce vibrational effects of too low intensity, showing that the geometry
difference between the ground and excited states is underestimated. LC-BLYP, on the other
hand, produces a far too large geometry difference, resulting in far too high intensity of the

vibrational effects. Within the set of simple hybrid functionals without long-range correction

11
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we observe an increase of the intensity of the vibrational effects with increasing the
percentage of HF exchange, indicating an increasing geometry difference between the two
states. This is illustrated by the values of the RMS displacements of the bond lengths between
non hydrogen atoms of the excited state relative to the ground state structure, which amount
to 0.054 A, 0.059 4, 0.066 A, 0.069 A, 0.069 A, and 0.086 A for the M05, B3LYP35, M05-2X,
CAM-B3LYP, BHandHLYP, and LC-BLYP functionals, respectively. Moreover, as shown in Fig.
3, there is a quasilinear relationship between this RMS bond length displacement and the
relative intensity of the 0-1 band relative to the 0-0 band.

The FWHM used (0.10 eV) seems to be quite adequate. An even better match between
simulated and experimental band widths was obtained with FWHM = 0.095 eV (results not

shown).
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Figure 2. Visible absorption spectrum of PV19 as obtained with different XC functionals, the
6-31G(d) basis set and the IEFPCM (solvent = DMSO) in comparison with experiment after
shifting the absorption maximum. The “geometry” method was used with “td” excited state
geometries, no vibrational frequency scaling was used, and a FWHM of 0.1 eV was applied.

In order to allow a more detailed comparison between the spectra, the positions and
relative intensities of the “0-1” band maxima are given in Table 4. All spectra were displaced
in order to position the main maximum at exactly 523.0 nm. The position of the maximum of
the “0-1” band is predicted with a less than 1 nm error relative to the experimental value with
all functionals, except BHandHLYP and LC-BLYP. This suggests that no scaling of the

vibrational frequencies is necessary with most of the functionals. Information about the

12
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vibrational mode that is predominantly responsible for the band maxima in the vibronic
structure (mode 71) is given in Section IIL.D. The energy difference between the “0-0” and “0-
1”maxima is systematically slightly less than the energy of this mode, except when the two
bands have similar intensity (i.e. the LC-BLYP result).
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RMS ("td" excited - fundamental) of all bond lengths between non-H atoms

Figure 3. Relationship between the intensity of the 0-1 band relative to the 0-0 band and the
RMS bond length displacement between the excited and fundamental state (in A) for different
XC functionals.

Relative Position “0-1" -“0-0” Vibrational Vibrational

intensity (nm) Difference (eV) frequency (cm-1) energy (eV)
MO05 0.460 488.8 0.166 1365.1 0.169
B3LYP-35 0.544 488.6 0.167 1383.4 0.172
MO05-2X 0.641 488.4 0.168 1386.5 0.172
CAM-B3LYP 0.658 488.6 0.167 1377.1 0.171
BHandHLYP 0.686 487.8 0.171 1411.8 0.175
LC-BLYP 0.958 487.2 0.174 1408.9 0.175
Experiment 0.619 489 0.165

Table 4. Positions and relative intensities of the “0-1” band with respect to the “0-0” band as
determined with different XC functionals and the 6-31G(d) basis set in comparison to
experiment. The vibrational frequency and corresponding vibrational energy of the
predominant mode (mode 71) are also given. The “geometry” method was used with “td”
excited state geometries, no vibrational frequency scaling was used, and a FWHM of 0.1 eV

was applied.
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The effect of the atomic basis set on the vibronic structure is now analyzed by
comparing the 6-31G(d) results with those obtained with the 6-311G(d), 6-31+G(d), and 6-
31+G(d,p) basis sets. All calculations were performed using the M05-2X XC functional, the
“td” optimized excited state geometries, and the “geometry” method. The effect on the
vibronic structure is relatively small, as shown in Fig. 4. Only the addition of triple-zeta
functions results in a noticeable modification of the spectrum. This is consistent with Ref. 6d
mentioning that the simple 6-31G basis set is close to providing a converged vibronic

structure.

For a given functional and basis set, the differences in spectra generated with different
methods are now illustrated. A first comparison, done with the M05-2X functional (Fig. 5),
shows that the differences obtained by using the “td” versus the “eps” methods for
optimization of the geometry of the excited state are small. This parameter turns out to be a
rather unimportant one and, consequently, in most of the study it was decided to use mainly
the “td” method.

After selecting the “td” method for the excited state geometry optimization, results
obtained with the “duschinsky”, “geometry” and “gradient” methods for simulating the
spectrum are compared in Fig. 6 using the M05-2X XC functional. This comparison is possible
in the case of PV19 because optimized geometries and vibrational frequencies of the excited
state could be obtained. The three spectra are remarkably similar, as can also be judged from
the data for the “0-1” band listed in Table 5. The line “Gaussian, no Duschinsky” refers to a
calculation of the spectrum with the Gaussian package with Duschinsky rotation “switched
off” by specifying “jident”. This way of calculating the spectrum should closely correspond
to the “geometry” method with our local code, as is indeed the case, since the only differences
are the frequencies of the excited state that are calculated in Gaussian and set to those of the

ground state in our code.

Remarkably, taking Duschinsky rotation of the vibrational modes into account or not
has little impact. In order to better highlight possible Duschinsky effects spectra were
simulated with a much smaller FWHM, producing a less blurred vibronic structure. Fig. 7
shows the spectra calculated with the “td” method, the M05-2X functional, and the Gaussian
default HWHM of 135 cml, equivalent to a FWHM of 0.0335 eV, with and without Duschinsky
effects. Even with this 3 times better resolution the impact of Duschinsky rotation remains

minimal and results mainly in a small displacement of the peak maxima.

Equally remarkably, the computationally significantly cheaper “gradient” method
produces a spectrum that is very similar to the one that is obtained with the “geometry”
method. Overall, the differences between the three methods are much smaller than the
differences introduced by the choice of the functional, opening the way to rapid screening of
the UV /vis absorption spectra of pigments and dyes, which behave like quinacridone. Indeed,
if the electronic excitation was coupled to rotatable groups, the “gradient” and “geometry”

methods would have led to different results and specific treatments should be employed.
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Figure 4. Comparison between the PV19 visible absorption spectra as obtained with different
basis sets, the M05-2X XC functional, and [EFPCM (solvent = DMSO). The “geometry” method
was used with “td” excited state geometries, no vibrational frequency scaling was used, and a
FWHM of 0.1 eV was applied.
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Figure 5. Comparison between the PV19 visible absorption spectra as obtained with M05-
2X/6-31G(d) and the IEFPCM (DMSO) and the two methods for describing the non-
equilibrium solvation effects in the excited state geometry optimization. The vibrational
normal modes of both the ground and excited states were determined but no Duschinsky
rotations were accounted for (“geometry” method). No vibrational frequency scaling was
used and a FWHM of 0.1 eV was applied.
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Figure 6. Comparison between the PV19 visible absorption spectra as obtained with M05-
2X/6-31G(d) and the IEFPCM (DMSO) and three methods for simulating the vibronic

structure. The excited state geometries were optimized with the “td” method, the vibrational
frequencies were not scaled and a FWHM of 0.1 eV was applied.

Relative intensity

Position (nm)
Duschinsky 0.661 487.7
Gaussian, no Duschinsky 0.650 488.7
Geometry 0.641 488.4
Gradient 0.633 488.4
Experiment 0.619 489

Table 5. Positions and relative intensities of the “0-1” band with respect to the “0-0” band as

determined with different methods to simulate the vibronic structure in comparison to

experiment. The “td” excited state geometries were obtained using M05-2X/6-31G(d) and the

IEFPCM (solvent = DMSO) non-equilibrium solvation model. No vibrational frequency scaling
was used, and a FWHM of 0.1 eV was applied.
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Figure 7. Impact of the Duschinsky rotation effects on the vibronic structure of the absorption
spectrum of PV19 as obtained for a small FWHM of 0.0335 eV. The M05-2X XC functional was
used in combination with the 6-31G(d) basis set, “td” method and IEFPCM (solvent = DMSO).

A plot of the Huang-Rhys factors obtained with the “geometry” and “gradient” methods
illustrates why these two methods produce such a similar result (Fig. 8). Only the most
relevant Huang-Rhys factors (> 1.10-¢) are shown. There is a good correlation between HR
factors obtained with the two methods, in particular for those modes with the largest HR
factors. This illustrates the fact that the harmonic approximation and the displacement of the
potential energy surface without frequency variations are indeed valid at the excited state
since Eq. 1 is directly based on this approximation. Modes that couple only very weakly with
the electronic excitation (HR factor < 1.10-%, not shown) show more difference between

geometry- and gradient-derived HR factors, but such modes hardly influence the spectrum.
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Figure 8. Comparisons between the Huang-Rhys factors obtained with the “geometry” and
“gradient” methods. The M05-2X/6-31G(d) method was used in combination the “td” method
and IEFPCM (solvent = DMSO). No vibrational frequency scaling was used.

As a final factor influencing the vibronic structure of the absorption spectrum, the
effect of scaling the vibrational frequencies was studied. As shown already, frequency scaling
might be necessary in cases where LC-BLYP or hybrid functionals with a high amount of HF
exchange produce a vibronic structure intensity that best matches with the experimental
spectrum. Indeed, in such cases the separation between the “0-0” and “0-1” bands is usually
too large, due to an overestimation of the vibrational frequencies. Scaling the harmonic
vibrational frequencies can however not be carried out independently since the Huang-Rhys
factors (HR,) and therefore the Franck-Condon factors [here FC,(v) is the Franck-Condon
factor for a one-mode model with v the vibrational quantum number] depend on the

vibrational frequencies in the following way :

HRY ™™
FC,(v)= " 3)
' v
where, within the “geometry” approach,
1 2
_ 9
HR(/, - 2 h (; \/EQHZ,( AXI(Z) (4)
whereas within the “gradient” approach,
2
1 1 oE
=T - (5)
2 hwf (:)QV 0
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In Eq. 3, the sum runs over the i atoms and their a (X, y, and, z) coordinates, m; is the atomic

mass, Q,_ , is a component of the / normal mode in the mass-weighted coordinates so that

EW(QM‘(’,)2 =1, and AX_, the difference of atomic coordinates upon excitation. Scaling the
vibrational frequencies leads therefore to opposite modifications of the Huang-Rhys factors
when applying the “geometry” and “gradient” approaches. The extent of these variations is
illustrated by considering frequency scaling factors of 0.94 and 0.97. Spectra so obtained are
compared with the spectrum simulated without frequency scaling (Figure 9). The frequency-
scaled geometry-based spectrum has a less intense vibronic structure, because all Huang-
Rhys factors have been multiplied by 0.94 or 0.97. The frequency-scaled gradient-based
spectrum, on the other hand, has a more intense vibronic structure, because all Huang-Rhys
factors have been multiplied by 1/(0.94)3 = 1.2040 or 1/(0.97)% = 1.0957.
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Figure 9. Impact of the vibrational frequency scaling on the PV19 visible absorption spectra
as obtained with M05-2X/6-31G(d) and the IEFPCM (DMSO) and two methods for simulating
the vibronic structure. The excited state geometries were optimized with the “td” non-
equilibrium solvation model. A FWHM of 0.1 eV was applied.

IIL.D. Main vibrational normal modes and excited state geometries

Fig. 10 sketches the Huang-Rhys factors for the vibrational modes to reveal which
modes couple most strongly to the electronic excitation and are therefore mostly responsible
for the vibronic structure. The modes have been numbered in order of increasing frequency.
The Huang-Rhys factors shown here were calculated using M05-2X/6-31G(d) and the
“td/geometry” method without scaling of the vibrational frequencies. PV19 has 102

vibrational normal modes. All modes were included in the calculation of the spectrum, given
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the fact that there are no low-frequency modes with very high HR factor. The modes with the
highest Huang-Rhys factor are mode 9 (HR factor = 0.607, 235.5 cm™! or 0.0292 eV) and mode
71 (HR factor = 0.201, 1386.5 cm™ or 0.172 eV). Their impact can easily be seen on Fig. 11,
which displays a stick spectrum together with the peak-broadened result. Five peaks in the
stick spectrum have been labeled. The most intense one is due to the 0-0 excitation, while the
other four have been labeled according to the vibrational mode(s) that is/are excited (main
number) and the number of vibrational quanta in the mode(s) (subscript). Mode 71 is
responsible for the most dominant and noticeable vibronic progression in the spectrum.
Indeed, as already mentioned, the 0.165 eV separation between the “0-0” and “0-1” band
maxima in the experimental spectrum matches well the vibrational energy of mode 71 (0.172
eV). In addition, mode 9 produces the most intense progression within each band (notice the
3 most intense transitions under the “0-0” band labeled “523”. This spectrum is the result of
6349 vibronic excitations, resulting in a sum of Franck-Condon factors of 0.993. Simulations
with the other functionals and other methods produce very similar results in terms of
predominant modes, number of relevant vibrational excitations, and sum of Franck-Condon

factors.
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Figure 10. Huang-Rhys factors for PV19 as determined with M05-2X/6-31G(d) and the
“td/geometry” method, without scaling of the vibrational frequencies.
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Figure 11. Absorption spectrum of PV19 as determined with M05-2X/6-31G(d) and the
“td/geometry” method without scaling of the vibrational frequencies, and its decomposition
in terms of the dominant FC factors.

In order to understand the reason for the predominance of these two modes they can
be visualized and their nuclear displacements can be compared with the differences between
the ground state and excited state equilibrium geometries. Given the absence of rotatable
bonds, both the ground state and the excited state have a perfectly planar geometry at
equilibrium and belong to the Czn point group. The equilibrium bond lengths are given in
Table 6 (results again with M05-2X/6-31G(d)) together with the differences of bond lengths
upon excitation. In Fig. 12, the bond length variations upon excitation are displayed whereas
Fig. 13 sketches the atomic displacements of vibrational modes 9 and 71, which present the
largest HR factors. The strong coupling between mode 9 and the electronic excitation
originates from the ensemble motion of the carbon skeleton, which is twisted while the H
atoms follow the C atoms on which they are linked. In the case of mode 71, the coupling is
even more obvious and corresponds to the lengthening of bonds 2, 6, 8, and 9 while bonds 3,
5, and 10 are shortening. This corresponds to the excitation-induced transition from a more
quinonoid-like structure to a more aromatic- or phenolate-like one (Fig. 13).
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Bond # Ground state Excited state Difference
1 1.4082 1.4082 0.0000
2 1.4646 1.4768 0.0122
3 1.4775 1.4483 -0.0292
4 1.4137 1.4293 0.0156
5 1.3761 1.3562 -0.0199
6 1.3691 1.3838 0.0147
7 1.2302 1.2426 0.0124
8 1.3898 1.3981 0.0083
9 1.3928 1.4026 0.0098
10 1.4086 1.3970 -0.0116
11 1.3786 1.3908 0.0122
12 1.4069 1.3955 -0.0114
13 1.3776 1.3924 0.0148
14 1.4057 1.3935 -0.0122

Table 6. Representative optimized bond lengths (A) of the ground and excited states, as well
as their differences, calculated with the M05-2X XC functional, the 6-31G(d) basis set, the “td”
non-equilibrium method and IEFPCM. Only the symmetry non-equivalent bond lengths are

given.

Figure 12. Variations of the optimized bond lengths (A) from the ground to the excited state
of PV19 (top), as calculated with the M05-2X XC functional and the IEFPCM method and

sketch of the quinonoid-to-aromatic transition (bottom).
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Figure 13. PyVib224 sketches of the atomic displacements of the vibrational normal modes 9
(top) and 71 (bottom). The direction of atomic displacements is perpendicular to the junction
plane between the two hemispheres of distinct color, and their amplitudes are proportional to

the radius of the sphere. The sum of the surfaces of the spheres is always constant.

IV. Conclusions

PV19, a typical quinacridone pigment has been used to analyze the impact of several
parameters on the UV/vis absorption band shape in solution, simulated using density
functional theory and time-dependent density functional theory levels of approximation.
These encompass, i) the choice of exchange-correlation functional, ii) the basis set, iii) the
method for non-equilibrium geometry optimization of the excited state, iv) the approach for
evaluating the vibronic band structure, v) the peak broadening, and vi) the scaling of the

harmonic vibrational frequencies.

First, the equilibrium solvation geometry optimization method where the static
dielectric constant is replaced by the dynamic dielectric constant, effectively causing only the
electronic degrees of freedom of the solvent to adapt to the modified electron density of the
excited state provides very similar spectra as the standard Gaussian non-equilibrium
geometry optimization technique. Then, the “Duschinsky”, “geometry”, and “gradient”

methods provide very similar vibronic structures. The first, accounting for Duschinsky
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rotation, is the most costly because it requires the evaluation of the geometry and vibrational
frequencies of the excited state. In the “geometry” method, the excited state geometry is
optimized whereas in the “gradient” method, only one step of geometry optimization is
carried out and the gradients are used to evaluate the Huang-Rhys factors as well as to
determine the excited state geometries. Remarkably, the “gradient” method, computationally
significantly cheaper, produces a spectrum that is very similar to the other ones obtained with
the “Duschinsky” and “geometry” methods, opening the way to a fast simulation of the UV /vis
absorption spectra of pigments and dyes, which behave like quinacridone, i.e. where there is
no coupling between the electronic excitation on the skeleton and rotatable substituents.
Scaling the calculated vibrational frequencies to account for anharmonicity effects as well as
for limitation of the method also impacts the shape of the vibronic spectrum and this effect
depends on the method used to determine the Huang-Rhys factors. Indeed, scaling the
vibrational frequencies - by a factor which is typically smaller than 1.0 and larger than 0.92
with most XC functionals - results in a relative decrease of the 0-1 peak intensity with respect
to the 0-0 band when optimizing the geometry of the excited state whereas the effect is
opposite and magnified if using the gradient method. Though these different parameters
together with the broadening effects have an impact on the vibronic structure and lead to
different levels of agreement with experiment, the choice of exchange-correlation functional is
certainly of the most importance because it can drastically modify the spectral shape. In the
case of PV19, the M05-2X and to a lesser extent CAM-B3LYP XC functionals are the most
efficient to reproduce the vibronic structure, confirming the important role of exact Hartree-
Fock exchange. Still, these functionals are not the most reliable to predict the excitation
energies and oscillator strengths, and particularly the energies of maximum absorption
intensities. Indeed, a functional with less HF exchange, like M05, performs better with
overestimations of the order of 0.25 eV, with respect to M05-2X and its 0.58 eV
overestimation. The M05 functional is also the one that gives an oscillator strength closest to

the experimental value.
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