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automated procession of the thousands of MD runs is planned

in the future.

On the other hand, QCEIMS is not perfect and does produce

false positive and false negative signals. There are three ba-

sic reasons for this: (i) There is a problem with the potential

energy surface (PES), i.e., the dissociation energies or bar-

riers as computed by the chosen quantum chemical method

are in error. This problem can only be addressed by apply-

ing a more accurate quantum chemistry which is difficult in

practice for larger molecules with the current computational

resources. (ii) The fragments are produced in reactions that

take longer than the maximum simulation time, such as cer-

tain types of rearrangement reactions. This can be checked

in principle by simulating longer (e.g., to the 0.1-1 ns range),

which at the moment turned out to be somewhat too costly

for routine treatments, at least for such large cases as studied

here. (iii) The energy distribution of the ionization excess en-

ergy (IEE) in the parent ion is in error or reactions occur from

electronically excited ion states. Practically nothing is known

here for large molecules and one can only speculate how big

these effects are. For the larger compounds considered in this

work we had to made some changes compared to the original

ansatz to distribute the IEE as discussed in the ESI. The orig-

inal algorithm localized the impact energy too much in parts

of the molecule which lead to very unrealistic, too fast frag-

mentations. Further work to understand this part of the theory

better is under way. False positive signals are produced rarely

by QCEIMS. Such errors may be traced back to an overesti-

mated IEE or an inaccurate assessment of ionization potentials

(IPs) because of heavily distorted fragment geometries. Most

mass spectral search algorithms used in conjunction with MS

databases will treat such artifacts in much the same manner as

impurities in an experimental mass spectrum of an unknown

compound. Therefore, false positives - so long as there are not

too many of them - are the lesser problem when compared to

missing fragment peaks.

Lastly, there can be a problem with the general usability of

the QC method. For compounds containing third-row ele-

ments there are currently no parameters available for the semi-

empirical OM2 Hamiltonian used. For systems containing the

elements H, B, C, N, O, F, P, S, and Cl, OM2-D3 may be

substituted by DFTB3-D3,20,21 which delivers only slightly

worse results at even lower computational cost, see ESI or the

original paper for examples. For molecules with less common

elements the use of standard DFT is always a fall-back option

but as mentioned before, this is at least with the current hard-

and software capabilities computationally too demanding for

compounds with more than 20-30 atoms.

3 Conclusions

By the QCEIMS method we were able to reproduce EI mass

spectra of medium-sized to large organic molecules relevant

in medicinal chemistry to a satisfactory degree. Unimolecu-

lar decomposition and rearrangement reactions are described

rather well by QCEIMS, and peak assignments as well as

fragmentation paths can be extracted from our simulations.

No molecule-specific empiricism was applied and solely the

molecular structure was used as input. Despite the drawbacks

and possible shortcomings mentioned in the discussion, we

suggest QCEIMS as a sound new approach that could poten-

tially be used as a ’black box’ tool in order to routinely com-

pute EI mass spectra of organic compounds. This claim is

supported by the fact that one consistent protocol based on

semi-empirical QC and DFT methods has proven to be more

than adequate to reproduce EI mass spectra of sizeable drug

molecules. There is ongoing work in our laboratory to achieve

the following mid to long-term goals: (i) to make nanosec-

ond simulation timescales routinely accessible by developing

even more efficient computational methods. (ii) to include

organometallic compounds which at the moment cannot be

treated by the semi-empirical methods used and (iii) to in-

crease user-friendliness of our program in order to make it

available to a wider community.

4 Computational Details

The neutral ground state structures of the molecules 1-5 were

optimized using dispersion-corrected DFT at the TPSS22-

D323–25/def2-TZVP26 level as implemented in Turbomole

6.5.27 The nature of the stationary point on the PES was con-

firmed to be a (local) minimum by calculating the harmonic

vibrational frequencies.28

The QCEIMS program was used with an impact energy of 70

eV. The IEE distribution was computed according to a Poisson

energy distribution, with the greatest possible IEE being 70

eV - εHOMO, where the orbital energy εHOMO was computed at

the PBE1229,30/SVx31,32//TPSS-D3/def2-TZVP level of the-

ory. Starting from their optimized geometries, the systems

were equilibrated and a randomized geometry/nuclear veloc-

ity ensemble was generated for each case by running an MD

trajectory of the respective molecular ground state, wherein

the PES was generated ’on the fly’. The quantum chemi-

cal method for this purpose was OM233 with the D3 disper-

sion correction.23,24 The initial temperature for each trajec-

tory was set at 500 K, which is the default parameter (and

sufficiently close to 250◦C =̂ 523 K, which was given as the

source temperature in the experimental records for 1, 2, and 4).

The number of production runs performed for each spectrum

was set to 1,000 for all cases studied, as the simulated spec-
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tra showed convergence even at this low number of runs. The

maximum number of cascading runs in order to track down

secondary, tertiary etc. fragmentations was seven. The start-

ing point was always the lowest electronic radical cation state

of the molecular ion, with the geometry and nuclear veloci-

ties taken from the ground state ensemble. Unrestricted SCF

calculations were performed in all fragmentation runs. In or-

der to achieve SCF convergence and to partially account for

the multiconfigurational character of the electronic structure

of the electronic state(s) involved, the Fermi ’smearing’ tech-

nique was used.34–36 The vibronically ’hot’ ensemble was cre-

ated by scaling the nuclear velocities along the nuclear degrees

of freedom uniformly until the - internal - kinetic energy was

equal to the IEE. This is a deviation from the protocol used

in the original work, where velocity scaling was dependent on

the localization of molecular orbitals to be ionized selected at

random. The effects of this modification in the algorithm are

discussed in the ESI. The statistical fragment charge assign-

ment algorithm used the Boltzmann factor for ionization po-

tentials (IPs), e−
∆IP
kT , where k is the Boltzmann constant and T

is the current vibronic temperature at the fragmentation event.

The IPs were computed at the OM2//’average fragment geom-

etry’ level of theory. This is justified by demonstration of dif-

ference spectra between IP calculations at semi-empirical and

DFT levels, see ESI. The maximum simulation time for the

initial trajectories was set to 5 ps. Depending on the number

of secondary runs performed, the actual maximum simulated

time reached times between 5 and 10 ps in some individual

runs. At the very end, all fragments were counted according

to their statistical (Boltzmann) weight, yielding the theoretical

EI mass spectrum.

For OM2 calculations, the MNDO program37 was called and

the DFT calculations were carried out by the ORCA suite of

programs.38

Experimental spectra for comparison were downloaded from

mass spectral databases available on-line.11,39,40
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