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Computational studies have been carried out to investigate the origin and magnitude of chemically and biologically important
S· · ·O and S· · ·π interactions at the MP2/aug-cc-pVDZ level. All the model complexes involving S· · ·O and S· · ·π interactions
exhibit the similar structures in which the O atom or π-system approaches the S atom from the backside of F-S bond (in the σ∗

S
direction). The decomposition of interaction energy shows induction energy plays a dominant role in stabilizing the complexes,
indicating that a primary source of such interaction is the charge transfer from the O lone pair or π-electrons to the S σ∗

antibonding orbital. The topological analysis of electron density at the bond critical points (BCPs) reveals that S· · ·O and S· · ·π
interactions in these complexes are pure closed-shell interactions in nature. Our results suggest that accurate quantum chemical
calculations on models of noncovalent interactions may be helpful in understanding the structures of proteins and other complex
systems.

Introduction

Noncovalent interactions involving sulfur (S) atoms are preva-
lent in chemical1,2 and biological systems,3–5 and play an im-
portant role in molecular recognition6 and protein stabiliza-
tion.7–10 Among these interactions, a divalent sulfur, which
acts as an electron acceptor, can adopt weak coordination to
a proximate heteroatom oxygen (O)11–17 and aromatic ring or
unsaturated C–C bond (π).18–21 Such nonbonded S· · ·O and
S· · ·π interactions can control the molecular conformation,
chemical and biological activity, as well as molecular assem-
bly and packing structure in the solid state.22–26 Thus a deep
understanding on the nature of S· · ·O and S· · ·π interactions is
undoubtedly of importance in both chemistry and life science.

Statistical database survey in terms of X-ray crystallo-
graphic and spectroscopic analyses has demonstrated the ex-
istence of nonbonded intra- and intermolecular S· · ·O inter-
actions in both organic sulfur compounds and proteins. The
S–O distance observed in the crystal ranges from 2.77 to 3.16
Å, sometimes only marginally less than the sum of the van der
Waals radii of sulfur and oxygen (3.25-3.30 Å).27,28 Thus the
similarity and discrepancy of structural features for S· · ·O in-
teractions in such long range remains to be illustrated. More-
over, the directionality of S· · ·O interactions could be rather
subtle, and the factors governing the directional preferences
need to be figured out.29,30 Although it is widely accepted that
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the orbital interaction of nO → σ∗
S is of great importance for

S· · ·O interactions,8,24,25 the nature of such interactions still
need to be elucidated in more details at the microscopic level.

The complexes involving S· · ·π interactions can be easily
found in Brookhaven Protein Data Bank (PDB) and Cam-
bridge Crystallographic Database (CCD).18,31,32 Among these
observations, the S atoms are more frequently found above the
aromatic rings, which indicates that the noncovalent interac-
tions between sulfur and the π-electron systems of aromatic
rings could contribute to the protein stability.10,19,20 Experi-
mental inspections and theoretical studies have been carried
out to investigate whether the genuine S· · ·π interactions ex-
ist or not,21 however, the origin of S· · ·π interactions are still
elusive. The electrons(π)→ σ∗

S orbital interaction is proposed
to be responsible for the S· · ·π interactions. Since both π-
electrons in the aromatic ring and empty d-orbital of sulfur
are highly polarizable, the dispersion force is expected to be
important for S· · ·π interactions.33 In addition, attractive elec-
trostatic interaction could be also indispensable. The ques-
tions regarding how these forces affect the structures and to
what extent contribute to the binding energy still need to be
solved.

Both S· · ·O and S· · ·π interactions might involve the elec-
tron transfer from lone pair of oxygen and π-electrons of un-
saturated C-C bond to the antibonding orbital of the sulfur
atom. The electron density changes would be expected in the
complexes in comparison to their non-interacting components.
So to analyze the electron density, together with its topology
and derived electrostatic properties, would provide valuable
information in understanding S· · ·O and S· · ·π interactions. In
experiment, high resolution X-ray diffraction experiment with
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Fig. 1 Schematic illustrations of nonbonded (a) S· · ·O and (b)
S· · ·π interactions investigated in this work. The oxygen-containing
compounds and C–C π-electron systems are selected to pair with
FHS, and their electrostatic surface potentials are also displayed
(The red and blue color indicate negative and positive potentials,
respectively, with the magnitudes of the electrostatic potentials from
-15.7 to 15.7 kcal/mol.)

multipole refinements has been proven to be the most pre-
cise method at the electronic level.34 From theoretical point
of view, Bader’s topological analysis of electron density is a
widely used method to characterize intra- and intermolecular
interactions.35–37 The interaction energy which represents the
associative strength between S and O (π) can be decomposed
into distinct physically meaningful components. Such energy
decomposition would help identify the dominant factor for sta-
bilizing the complex and reveal the nature of S· · ·O and S· · ·π
interactions.38

In this work, FHS is selected as a model electron accep-
tor molecule to interact with common and typical oxygen-
containing compounds and C–C π-electron systems (shown
in Fig. 1. We may assume without loss of generality that a diva-
lent S atom is covalently bonded to two counteratoms (X and Y)
with different electronegativity. Thus a nucleophilic O atom and

π-electrons tend to selectively approach the S atom from the back-
side of either S–X or S–Y and the directional preference of S· · ·O
and S· · ·π interactions can be distinguished and identified. For the
oxygen-containing species, simple compounds namely water (H2O),
formaldehyde (H2CO) and methanol (CH3OH) are considered. In
those compounds, sing bond of O–H, C–O and double bond C=O are
commonly found in proteins. As for π-electron systems, acetylene
(C2H2), ethene (C2H4), butadiene (C4H6) and benzene (C6H6) are
taken into account because of distinct types of π-electrons. The selec-
tion of these oxygen-containing molecules and π-electron systems as
electron donor was inspired by Scheiner’s work 39 on the P· · ·O and
P· · ·π noncovalent interactions. On the basis of a high level quantum
chemical calculations on the model complexes, our main interest in
the present work is to elucidate intrinsic structural features of S· · ·O
and S· · ·π interactions, which would provide valuable information in
protein structures and molecular design for drugs. To reach that end,
we have carried out the comparative investigation on the geometries,
electron density properties, electron transfer features as well as inter-
action energy decompositions for the model complexes. We aim to
reveal the nature of S· · ·O and S· · ·π interactions in such complexes,
and shed light on the basic knowledge of nonbonded weak S· · ·O
and S· · ·π interactions on the implications in chemical and biolog-
ical functions. Meanwhile, we make a direct comparison with the
earlier work on P· · ·O and P· · ·π interactions. The extension of the
previous work on P to S could represents a significant addition to our
knowledge on such noncovalent intermolecular interactions.

Computational methods

All the calculations were performed with the Gaussian 09 package. 40

The geometries of model complexes were optimized at MP2 41/aug-
cc-pVDZ level, which is regarded as a reliable approach for evaluat-
ing weak intermolecular interactions. 42–53 Its accuracy can be com-
parable to that of CCSD with larger basis sets 54 and the energetic
values are in good agreement with experimental data. 55 Harmonic
vibrational frequencies were also calculated at the same level of the-
ory on the optimized geometries to verify that the optimized model
complexes were the minimum on the potential energy surfaces. The
interaction energy was defined as the difference between the total
energy of the complex and the sum of energies of two interacting
monomers. Considering the basis set superposition error (BSSE)
in MP2 theory, counterpoise (CP) technique developed by Boys and
Bernardi56 was employed to calculate the corrected binding energy.
Natural bond orbital (NBO) 57,58 analysis was carried out via the
procedures contained within Gaussian 09. The interaction energy
was decomposed by the static and time-dependent DFT variant of
symmetry-adapted perturbation theory (DFT-SAPT)38,59–62 via the
MOLPRO set of codes. 63 The gradient-regulated asymptotic correc-
tion approach64 was used, where the exchange-correlation (XC) po-
tential was calculated by the PBE0 65 functional. The identification
of the orientation of the O lone pair, calculation of electron localiza-
tion function (ELF) 66 and the electron density topological analysis
were performed by Multiwfn program. 67
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Results and discussion

S· · ·O interactions

The optimized model complexes involving S· · ·O interactions are
shown in Fig. 2. The geometrical parameters, interaction energies
and NBO analysis results are collected in Table 1. All complexes
exhibit structural similarity in which F–S bond stands far away from
the O atom with the angle θF−S···O within a narrow range between
166oand 170o. The O atom prefers to approach the S atom from
the backside of F–S bond. The intermolecular distance dS···O (in the
range of 2.51 ∼ 2.63 Å ) is shorter than the sum of their atomic van
der Waals radii (3.32 Å), suggesting an existence of S· · ·O interaction
in each complex. The CP-corrected interaction energy ∆ECP slightly
increases by the change of the single bond in H2O (5.26 kcal/mol)
to the double bond in H2CO (5.45 kcal/mol). While an apparent in-
crement of interaction energy by 25% occurs upon replacing one of
the H atoms of H2O with a methyl group. Obviously, the increase of
the interaction energy in these complexes is accompanied by the con-
traction in the distance of S· · ·O contacts (as labelled in Fig. 2). In
comparison to the previous study on P· · ·O interaction 39, the S· · ·O
interaction energies increase by about 1 kcal/mol, indicating FSH is
a stronger electron acceptor than FH2P.

Fig. 2 Optimized structures of model complexes paired between
FHS and oxygen-containing molecules. The S· · ·O distances and the
angles θF−S···O are labelled for clarity. The red dots represent the
bond critical points (BCPs) in S· · ·O interactions. Distances in Åand
angles in degs.

From the structural feature of model complex, it is noticeable that
the divalent sulfur has a directional preference for interacting with an

oxygen atom in both single and double bond. The angles θF−S···O
are quite close in all complexes, which is probably caused by the ori-
entation of the lone pair of O atom and antibonding orbital of F–S
bond. The orientations of the O lone pairs involved in S· · ·O inter-
actions are identified and the angles θF−S···nO are listed in Table 1.
The values of θF−S···nO are very close to those of θF−S···O, indicating
that the orientation of the O lone pair plays an important role in the
determination of the structure for the complex. To further analyze the
location of the lone pairs, the ELF of complexes are calculated and
their ELF isosurface maps are displayed in Fig. 3. Two lone pairs
appear in the vicinity of the O atom in each complex, as marked with
dotted circles. One of the lone pairs exists in between S and O atoms,
indicating that it must participate in the S· · ·O interactions. The lone
pair involved in S· · ·O interaction is deformed, as it looks different
from the other. Such deformation might be caused from two types of
contacts: one is electrostatic repulsion between lone pairs of O and
S atoms, resulting in that the O lone pair is located in the middle of
two lone pairs of S and far away from them; another is charge trans-
fer interaction from the O lone pair to the antibonding orbital of F–S
bond. The electron density changes of the O lone pair would increase
the induced dipole moment. Therefore, the electrostatic and induc-
tion forces would be expected in stabilizing the complexes. To this
end, we turn to SAPT approach to decompose the interaction energy
to account.

Table 1 Energetic (in kcal mol−1), geometric (d in Å, θ in degs and
∆d in mÅ) and electronic aspects (in me) for the complexes formed
by FHS and oxygen-containing molecules

H2O H2CO CH3OH
∆ECP -5.26(-4.03)d -5.45(-4.78) -6.58(-5.00)
dS···O 2.632 2.566 2.514
θF−S···O 166.5 169.2 168.6
θF−S···nO

a 165.6 167.0 167.4
∆qb 18.1(11.6) 24.0(17.3) 28.7(19.0)
E(2)c 10.63(7.69) 12.26(9.70) 15.29(10.91)
∆dF−S 14.5 15.4 20.3
a Angle consisting of F-S bond and the O lone pair. b nO → σ∗(F-
S) charge transfer, summed over both lone pairs of O atom. c NBO
second-order perturbation energy corresponding to nO → σ∗(F-S).
d Data in parentheses obtained from Ref 39, in which S is replaced
by P with the same electron donors.

The stability of these complexes partly depends on the transfer of
electron density from the O lone pair to the σ∗ antibonding orbital
of F–S bond. 68 NBO analysis can characterize such charge transfer
process and give two important physical quantities: the amount of
charge density transferred (∆q) from electron donor to acceptor and
the concomitant second-order perturbation energy E(2). These two
quantities are summarized in Table 1. The ∆q increases in the order of
H2O < H2CO < CH3O, which is in accordance with the stabilization
energy E(2). Both ∆q and E(2) increase significantly compared with
previous results on P· · ·O interactions. An expected elongation in
the intramolecular F–S bond is observed because of the extra charge
density transferred into its σ∗ antibonding orbital upon the formation
of the complex. Stretches of F-S bond (∆dF−S) are also given in
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Fig. 3 Electron localization function (ELF) isodensity surface of
0.915 for the model complexes pairing FHS with oxygen-containing
molecules.

Table 1, in which we can see that ∆dF−S correlates a bit more closely
with E(2).

A decomposition of the total interaction energy into individual
physically meaningful components, such as electrostatic (ES), induc-
tion (IND), dispersion (DISP) and their respective exchange coun-
terparts, could help gain detailed information on the source of bind-
ing energy. The various constituent parts are given in Table 2, in

Table 2 SAPT decompositions of the interaction energy of the
computed complexes (all in kcal mol−1)

H2O H2CO CH3OH
ES -10.52(-8.38)a -11.29(-11.16) -15.40(-11.54)
EX 12.45 15.35 21.39
IND -9.42(-4.87) -12.70(-8.61) -20.23(-9.16)
IND+EXIND -1.68 -2.02 -2.69
DISP -3.93(-3.25) -5.11(-4.80) -6.41(-5.43)
DISP+EXDISP -3.15 -4.12 -4.92
a Data in parentheses obtained from Ref 39, in which S is replaced
by P with the same electron donors.

which each term shows an increase in the order of H2O < H2CO <
CH3O. This remains in agreement with P· · ·O interactions in previ-
ous study 39(the corresponding data in parentheses). A large fraction
of interaction energy is contributed from electrostatic and induction
forces. In comparison to H2O complex, the IND part becomes more
important in stabilizing the CH3OH complex. However, interact-

ing with the same electron donors, the IND part play less important
role for the acceptor FH2P.39 Relatively, DISP plays a minor role in
these complexes, by about 60%-70% smaller than IND in magnitude.
The contribution of electrostatic attraction can be understood from
the electrostatic potential of O-containing compounds (displayed in
Fig. 1). It can be seen that a negative (red) region where the O lone
pair is located would approach to the backside of F–S bond. It is also
verified in the ELF plots in Fig. 3 that the alignment of one of the O
lone pairs with the F–S σ∗ antibond could account for the more acute
angle. Notably, the values of IND energy in Table 2 are rather similar
to those of E(2) in Table 1, indicating that the charge transfer from
the O lone pair to the F-S σ∗ antibond should be largely responsible
for the induction energy.

The topological analysis on the electron density could provide
more information about the bonding nature in the intermolecular in-
teraction. Electron density (ρb) and its Laplacian (∇2

ρb
) at bond crit-

ical points (BCPs) can identify and distinguish between a covalent
and non-covalent bond. The value of ρb could represent the bond
strength. 35 In addition, total electron energy density (Hb), which is
the sum of kinetic energy density (Gb) and potential energy density
(Vb) at BCPs would be another appropriate index for weak interac-
tions on the energy basis. 35,69,70 Both ∇2

ρb
and Hb can be used to

recognize a noncovalent pure closed-shell interaction. The well ac-
cepted feature for non-bonded interaction (e.g. hydrogen bond or
charge-transfer interaction) is ∇2

ρcp
> 0 and Hb >0.71 To investigate

the S· · ·O interactions in the model complexes, analysis on the elec-
tron density on the BCPs of S· · ·O contacts has been carried out and
some results are collected in Table 3. The BCPs in S· · ·O interaction
(shown as a red dot in Fig. 2) indicate the existence of intermolecular
interactions in these complexes. All the BCPs in S· · ·O interactions

Table 3 Topological and energetic properties at the S· · ·O bond
critical points (BCPs) (all in a.u.)

H2O H2CO CH3OH
ρb 0.0196 0.0233 0.0264
∇2

ρb
0.0769 0.0854 0.0944

Gb 0.0181 0.0208 0.0236
Vb -0.0169 -0.0202 -0.0235
Hb 0.0012 0.0060 0.0001

are characterized by small ρb and positive ∇2
ρcp

and Hb. Thus we can
classify these interactions as the pure closed shell interactions. The
electron density at BCPs of S· · ·O interactions ranges from 0.0196 to
0.0264 a.u., suggesting an increasing interaction strength, which is in
agreement with the interaction energy.

S· · ·π interactions

The most stable structures of complexes of FHS with unsaturated
π-electron systems are displayed in Fig. 4. Different from the com-
plexes containing S· · ·O interactions, the π-electrons in C–C bond
serve as electron donors in these complexes. The same structural
feature as in S· · ·O interactions is found that F–S bond still appears
away from the source of π-electrons. The most closest point in the
π-electron systems interacting with S atom is neither any C atom nor
the center of benzene, but the midpoint of one C–C bond (the X point

4 | 1–8

Page 4 of 9New Journal of Chemistry

N
ew

Jo
ur

na
lo

fC
he

m
is

tr
y

A
cc

ep
te

d
M

an
us

cr
ip

t



Fig. 4 Optimized structures of the model complexes pairing FHS with unsaturated π-electron systems. Distance in Åand angles in degs. In
(a), (b) and (c), the red dots are the bond critical points. In (d), the red dots on the line connecting S and two C atoms are bond critical points;
the red dots on the line connecting S and X and connecting H and the center of benzene are ring critical point and cage critical point,
respectively.

marked in the bond center), which is rather similar to the structural
features of P-containing electron acceptors. 39 The geometrical pa-
rameters, energies as well as NBO data are collected in Table 4 or
labelled in Fig. 4. The distances between S atom and two interact-
ing C atoms (marked as C1 and C2), together with the corresponding
angles θF−S···C1(C2), are almost identical in each complex with only
exception for C4H6, probably because of the different chemical en-
vironments of these two C atoms in C4H6. The binding energies
for these S · · ·π interactions are in the range of 3.9 to 5.1 kcal/mol,
which are a bit smaller than those in S· · ·O interactions. While they
are larger by about 1 kcal/mol than those in P· · ·π interactions.39 The
binding energy increases in the order of C2H2 < C2H4 < C4H6 <
C6H6, mirrored by the gradual changes in a trend towards shorter
distance of dS···X with the exception of the fully aromatic benzene
complex. The distance of dS···X in benzene complex is 2.938 Å,
apparently larger than those in the other three complexes. Another
structural parameter is the angle θF−S···X , which is also singular in
benzene complex. The θF−S···X is 163.3ofor benzene complex, while
these angels in the other three complexes are around 170o, a bit larger
than those in the S· · ·O interactions.

Both the exceptional distance dS···X and angle θF−S···X occur in
benzene complex, which might be attributed to the existence of
strong attractive S-H/π interaction. The electrons are abundant in
the center of benzene ring, showing a negative electrostatic surface

potential (as can be seen in Fig. 1); while the positive H atom of FHS
is on the top of the benzene center. Therefore the attractive interac-
tion between S-H and benzene could add to the binding energy of the
complex. However, Such S-H/π interaction competes with the elec-
tron transfer interaction between π-electron system and the S atom.
The competitive advantage of S-H/π interaction would make the FHS
counterclockwise rotation in benzene complex, thus resulting in the
exceptional dS···X and θF−S···X . The structural feature in the benzene
complex is very complicated, which is in agreement with previous
findings.39

The NBO analysis results on the complexes are summarized in
Table 4. Besides the charge transfer from C-C π-electrons to the F-S
σ∗ antibonding orbital (∆qFS and E(2)

FS ), there also exists electron
back-donation from the S lone pair to the C-C π∗ antibond (∆qCC

and E(2)
CC ). 39 In both C2H4 and C4H6 complexes, ∆qFS and E(2)

FS

give the roughly same values, so do for ∆qCC and E(2)
CC in the back

donation process. These values are larger than those in C2H2 and
C6H6. By comparison, all the data calculated here are 2∼3 times
larger than those corresponding values of P· · ·π interactions with the
only exceptional case of benzene. 39 Moreover, the stretches of the
intramolecular F-S bond ∆dF−S are larger than those in C-C bond
∆dC−C, showing a consistency with the amounts of the charge trans-
fer in two processes.

The plots of the ELF of complexes are shown in Fig. 5, in which
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Table 4 Energetic (in kcal mol−1), geometric (d in Å, θ in degs and
∆d in mÅ) and electronic aspects (in me)of studied complexes
formed by FHS and C-C π-containing molecules

C2H2 C2H4 C4H6 C6H6

∆ECP -3.95(-3.04)c -4.50(-3.47) -4.72(-4.11) -5.07(-4.16)
dS···C1 2.930 2.792 2.800 3.022
dS···C2 2.929 2.793 2.749 3.021
dS···X 2.864 2.709 2.689 2.938
θF−S···C1 163.8 163.1 163.4 158.6
θF−S···C2 163.8 163.1 163.5 158.6
θF−S···X 169.3 170.6 171.5 163.3
∆qFS

a 21.8(10.9) 44.0(18.9) 44.5(18.8) 21.5(31.3)
E(2)

FS
a 9.03(5.06) 17.06(8.01) 16.66(8.02) 6.25(7.68)

∆qCC
b 9.2(3.8) 21.4(7.1) 21.4(7.6) 8.2

E(2)
CC

b 3.96(2.07) 8.10(3.52) 7.73(3.58) 2.33
∆dF−S 13.7 24.5 27.0 13.0
∆dC−C 2.9 8.1 8.8 2.7
a π(C-C)→ σ∗(F-S). b nS → π∗(CC) charge transfer. c Data in paren-
theses obtained from Ref 39, in which S is replaced by P with the
same electron donors.

the distinction of π-electron density in C-C bond can be clearly iden-
tified. To evading the direct repulsion with two lone pairs of S atom,
the π-electron density in C-C bond is likely to appear in the middle of
bond. Both electrostatic and charge-transfer interactions (the same as
in S· · ·O interactions) deform the π-electron density in C-C bond, as
can be seen clearly from ELF isosurface of 0.88. The loop-shaped π-
electrons appear in C2H2 complex, while spindle-shaped π-electrons
in the other three complexes. Both loop and spindle look not sym-
metrical, showing deformed electron density in the part against the S
lone pairs.

The SAPT decomposed energy components are listed in Table 5.
Induction force plays a dominant role in the stabilization of the com-
plexes which is in agreement with the P· · ·π interactions.39 However,
this is different from the halogen-π interactions where ES and DISP
parts are more significant than the IND part. 72 Electrostatic and dis-
persion forces are minor and can be comparable in strength. The con-
tribution of induction force increases doubly from the triply bonded
C2H2 to the doubly bonded C2H4 and C4H6. In C6H6 complex, the
energy components are comparable to those of C2H2 except the dis-
persion force, which is likely attributed to the high polarizability of
the benzene and responsible for the strongest interaction energy of
benzene complex.

The bonding nature in these complexes is also investigated through
the topological analysis of the electron density at the BCPs in the
S· · ·π interactions (shown as a red dot in Fig. 4). The calculated
data are collected in Table 6. The BCPs appear in between the S
atom and midpoint of the C–C bond in the complexes except C6H6
case. The ρb value at the BCPs ranges from 0.0159 a.u. in C2H2 to
0.0240 a.u. in C4H6, indicating the gradual enhancement in binding
strengthen. However, the smallest ρb (0.0129 a.u.) in S· · ·C contact
in C6H6 complex is observed, which might be ascribed to the com-
plexity of two types of weak interactions in the complexes. This can
be verified from a ring critical point between the S atom and mid-

Fig. 5 Electron localization function (ELF) isodensity surface of
0.75 (outer) and 0.88 (inner) for the complexes involving FHS and
π-electron systems.

point of the C–C bond, and cage critical point between H atom and
center of benzene (shown in Fig. 4 (d)). The complicated weak in-
teractions analyzed by topology of electron density can illustrate the
possibility of completing of two interacting forces and interpret the
special structural features in benzene complexes. The positive values
of ∇2

ρb
and Hb reveal the nature of the pure closed-shell interactions

in all complexes.

Comment on S· · ·O and S· · ·π interactions

The complexes containing S· · ·O and S· · ·π interactions are usually
found in biological systems. The intramolecular nonbonded S· · ·O
interaction in leinamycin can stabilize the sulfur heterocycle by al-
tering the thiosulfinate ester conformation. 13 The theoretical study
on the structural feature of leinamycin could help explain the X-ray
data on leinamycin. 73 The fairly stable S· · ·O interactions are found
in angiotensin II (AII) receptor antagonists. 74–76 Such interactions
are responsible for both the conformation of these compounds and
their activities.12 Analysis on orbital interaction nO → σ∗

S in these
compounds may account for the structural features that S prefers to
approach O on the orientation of the O lone pair. Our theoretical
study on S· · ·O interactions could provide more detailed information
to understand the structural feature and stability of biological sys-
tems. S· · ·π interaction appears in the eye lens protein γ-crystallin77

and can help protect the protein against radiation damage. 78 S· · ·π
interaction might play a significant role in stabilizing the fold confor-
mations of the proteins. 79 Our calculated results show that S is more
inclined to interact with π-electrons in proteins. S· · ·π interactions
are more complicated because many other interactions often coexist
simultaneously and influence each other. Therefore, more cautions
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Table 5 SAPT decompositions of the interaction energy of the
complexes involving S· · ·π interactions (all in kcal mol−1)

C2H2 C2H4 C4H6 C6H6
ES -8.96 -13.77 -13.70 -7.76

(-6.94)a (-9.62) (-10.61) (-6.75)
EX 14.15 24.61 26.45 14.45
IND -13.35 -27.64 -29.04 -10.77

(-7.77) (-14.43) (-16.65) (-7.46)
IND+EXIND -1.58 -3.05 -3.15 -1.37
DISP -5.49 -8.33 -9.65 -8.11

(-4.68) (-6.54) (-8.17) (-7.60)
DISP+EXDISP -4.36 -6.39 -7.47 -6.65
a Data in parentheses obtained from Ref 39, in which S is replaced
by P with the same electron donors.

Table 6 Topological properties and energy properties at the S· · ·π
bond critical points (BCPs)( all in a.u.)

C2H2 C2H4 C4H6 C6H6
ρb 0.0159 0.0225 0.0240 0.0129
∇2

ρb
0.0536 0.0639 0.0646 0.0427

Gb 0.0112 0.0145 0.0150 0.0090
Vb -0.0090 -0.0130 -0.0140 -0.0074
Hb 0.0022 0.0015 0.0010 0.0016

should be taken when dealing with these S· · ·π interactions.

In comparison to previous work on P· · ·O and P· · ·π interac-
tions,39 the S· · ·O and S· · ·π interactions are stronger, showing that
divalent S atom have a stronger electron-accepting ability than P
atom. This is probably attributed to the more positive electrostatic
potential (σ -hole) for divalent S along the extension of the F-S co-
valent bond. The calculated σ -hole potentials for S and P in FHS
and FH2P are 46 and 39 kcal/mol 30, respectively, which confirms
our assumption. Induction energy in S· · ·O interactions makes more
dominant contribution than that in P· · ·O interactions.

Conclusions

The investigation on FHS pairing with oxygen-containing com-
pounds (H2O, H2CO, and CH3OH) and π-electron systems (C2H2,
C2H4, C4H6, and C6H6) provides a fully understanding on the nature
of such interactions. Because the charge transfer interaction plays an
important role (especially in the complexes involving π-electrons),
induction force makes the dominate contribution to the interaction
energy in these complexes. Notably, in the benzene complex, the
case is more complicated due to the intervening of S-H/π interaction.
However, in our present computational level, we are unable to sep-
arate these two interactions. The topological analysis at the BCPs
reveals that the S· · ·O and S· · ·π interactions in these complexes are
the pure closed-shell interactions in nature.
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We report computational studies on the origin and magnitude of non-covalent S⋅⋅⋅O 

and S⋅⋅⋅π interactions.    
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