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A genetic device that implements the Boolean NOR func-

tion and the corresponding truth table are shown in Figure 1.

This device is designed to function in prokaryotic systems. In

this circuit, the inputs are the transcription factors tf1 and tf2,

which control the inducible promoters ip1 and ip2 such that

transcription only takes place when one or both of the tran-

scription factors are present. Transcription continues until ter-

minator t1, and the resulting mRNA is translated into the pro-

tein pro1 (coded for by the coding region cds1). The protein

pro1 acts as a transcription factor for the repressible promoter

rp1, preventing transcription starting at rp1 if it is present. The

output of this system is the protein pro2 (coded for by the cod-

ing region cds2), which is only expressed if neither tf1 or tf2

are present. In the absence of tf1 and tf2, pro1 is not expressed.

Transcription starts at rp1 and continues through t2, allowing

pro2 to be expressed. This behavior of this device emulates

that of the Boolean NOR function, in which the output is true

if and only if both inputs are false. NOR and NAND func-

tions are functionally complete and can be used to build all

other Boolean logic functions, thus allowing these devices to

be the basis for biological computation. As such, many differ-

ent implementations of these functions exist in synthetic biol-

ogy11–13.

While many different classes of biological devices such as

oscillators14, filters15, noise generators16, and the beginnings

of analog computation17 exist, we focus here instead on the bi-

ological devices implementing Boolean logic18 and other ex-

tensions of the digital abstraction found in electronics. We use

the digital abstraction not to replicate silicon based comput-

ing, but as an alternative method for designing robust biolog-

ical circuits that are insensitive to noise and can be tuned to

specific input conditions. Additionally, the digital abstraction

is well understood, and numerous techniques have been devel-

oped for its description, synthesis, and verification. The intro-

duction of Boolean logic and memory devices into biological

systems leads to new applications and potential methods of

computation for solving otherwise computationally intensive

and complex problems19,20.

1.1.1 Boolean logic in biological devices

Biological logic devices can be used to detect specific com-

binations of chemical or environmental triggers for targeted

pharmaceutical and biotechnology applications21,22. One ap-

plication for biological logic circuits is in the field of cancer

research23,24, where the use of digital logic provides the nec-

essary specificity for targeting strains of cancer cells while

leaving other cells unharmed25,26. Nissim et al.27 introduce

a tunable dual promoter system that implements the Boolean

function AND that targets cancer cells while ignoring prema-

lignant cells.

While devices implementing two input boolean logic func-

tions are useful in synthetic biology, more complex computa-

tion would allow for applications such as the biological sens-

ing of multiple chemical species in the same device, the iden-

tification of specific genetic markers, and environmentally tai-

lored drug dosage responses28. One way of constructing more

complex functions is to increase the layers of logic in the ge-

netic device. This method was used by Moon et al. to cre-

ate a four input transcriptional AND gate29 with 11 orthogo-

nal (non-interfering) regulatory proteins made from two lay-

ers of two input AND gates. Another tactic is to separate the

larger function into smaller functions and place devices im-

plementing the smaller functions into different cells. These

cells then communicate with each other through intercellu-

lar signaling pathways. All sixteen two input functions have

been built from E. coli cells containing NOR gates that com-

municate through the quorum sensing pathway21. Distributed

computing30 has also been implemented in yeast with the de-

velopment of both a 2-to-1 multiplexer and a basic addition

circuit31.

1.1.2 Memory and state in biological devices

The next step in increasing complexity of computation is to

generate the concept of memory or “state”, such that the cell

remembers what has previously happened and takes that into

account in new calculations. One approach is to use recom-

binases, enzymes used by bacteria-infecting viruses to manip-

ulate their host’s genome, to turn specific DNA sequences on

and off by switching the orientation of the DNA32. Memory

devices and counters have been integrated into cells through

the use of recombinase based circuits33,34. The use of re-

combinase has also provided synthetic biologists with a form

of rewrite-able and addressable data storage capable of infor-

mation storage through over 100 cell divisions and through

repeated switching without losing performance35. More re-

cently, Siuti et al. have used recombinase based circuits to im-

plement all 16 two-input Boolean logic functions with stable

DNA-encoded memory of events in E. coli without requiring

cascades of multiple gates36.

1.1.3 Specify-Design-Assemble-Verify workflow

The practice of synthetic biology typically follows an itera-

tive process of specification, design, assembly, and verifica-

tion. The process begins with the specification of the func-

tion of the novel genetic device either by hand or with one of

the new description languages such as Eugene37,38, GEC39, or

Proto40. In the design phase, biological parts are selected from

repositories to implement the specified function. Tools such

as GenoCAD41, j542, or Clotho43 may aid the design pro-

cess. Assembly of a novel genetic device starts with obtaining

the parts of interest by isolating segments of DNA from nat-

ural sources or by de novo synthesis through companies such

as DNA2.0, GeneArt2, or Gen944. Parts are assembled into

devices by joining the segments of DNA together through the

use of restriction enzymes (proteins that cut DNA at certain se-
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1.2.1 Device physics

In pressure driven systems, the reduced scale of microfluidic

devices results in deterministic fluid flow. The low Reynolds

number (a comparison of the forces acting on the flows) of

the flow means that the nonlinear and chaotic effects due to

turbulence caused by inertial forces are removed, and the flow

is restricted to the laminar region. In this flow regime, the

behavior of the fluids can be predicted by the size of the fluid

channel and the viscosity of the fluid in a manner analogous

to Ohm’s Law in electrical engineering80, making it easier to

simulate and verify the function of the device. The mixing of

parallel flows is dominated by diffusion instead of convection,

so that the flows only interact at their boundary. This effect

can be exploited to generate spacial gradients of chemicals of

interest69. Mixers81,82 can be used to speed up integration of

flows. A detailed synopsis of the physics and fluid mechanics

specific to microfluidic devices may be found elsewhere83,84.

1.2.2 Design and fabrication

A widely used fabrication material for microfluidic devices

is polydimethylsiloxane (PDMS). The properties of PDMS

make it well suited for use in biological applications as it

offers flexibility for fabrication, scalability, and potential for

longterm growth and monitoring of cells85. PDMS is optically

transparent, chemically inert, impermeable to water while be-

ing permeable to gases, and non-toxic to cells86. The cost

of the raw material is is around $0.05 per cm3 87,88, making

it suitable for rapid prototyping and quick design iteration.

PDMS based microfluidics have been used for a variety of

purposes in recent years, including as an alternative platform

for computation89. Development of the microchemostat90 has

allowed for cells to be grown in microfluidic chips for long pe-

riods of time, thus allowing for more complex, long term ex-

periments. However, the low elastic modulus of PDMS makes

it unsuitable for high pressure applications as high pressure

causes channel deformation in PDMS based devices88.

Microfluidic chips are fabricated from PDMS through soft

lithography. As many detailed reviews of the process ex-

ist86,91,92, we will only provide a brief description. Photore-

sist (typically SU-8) is spun out over a substrate of silicon,

and a transparency with the chip design is placed over it as

a mask. The sandwich of mask, photoresist, and substrate is

then exposed to UV light. The mask is removed, and the pho-

toresist washed in developing agent to obtain the master mold.

PDMS layers are cast from the master through replica mold-

ing. The channels are then sealed against a substrate suitable

for imaging and connected to input and control structures. A

summary of the process is shown in Figure 2A. The entire

fabrication process, from the creation of the photomask to the

molding of the chip, takes no more than a few days including

the turnaround time for printing the photomask. This process

does require the experimenter to have access to a high qual-

ity cleanroom, purchase specialized fabrication equipment for

soft lithography93, or else contract out the fabrication process

to a dedicated microfluidic foundry.

1.2.3 Multilayer Soft Lithography and Microfluidic

Large Scale Integration

An extension of soft lithography, multilayer soft lithography,

allows devices to be built of multiple layers of PDMS, typ-

ically with one layer as a fluid flow layer and another layer

as a control layer with channels pressurized by external ac-

tuators87. Fluid flow is controlled by strategic placement of

valves in the control layer, which restrict fluid flow when pres-

surized by causing the PDMS to deform and create a seal

across the channel to impede fluid flow94. Two types of valves

described by Melin and Quake78, push up and push down, are

shown in Figure 2B. For work with cells, push down valves are

preferred as they allow for easier cleaning of the flow channels

and chip reuse95. Multiple valves may be be controlled by the

same pressurized control line, and the optimization problem

lies in minimizing the number of control lines needed to oper-

ate a chip.

The interaction of the control and flow layer through valves

form the basic building block of microfluidic large scale inte-

gration (mLSI). As devices made from multilayer soft lithog-

raphy grow more complicated, an increased number of exter-

nal pressure lines are needed to control fluid flow. Microflu-

idic multiplexers, developed by Quake and colleagues79, con-

tain combinatorial arrays of binary valve patterns and allow in-

creased fluid manipulation with a minimal number of control

inputs such that only 2log2 n control lines are needed to access

the valves to select from one of n fluid channels. This makes

them very suitable for high throughput applications that re-

quire manipulation of hundreds or thousands of fluid elements.

The multiplexer shown in Figure 2 uses 6 control lines to rep-

resent the 3 bit binary number for selecting the fluid channel.

Recent advancements in mLSI architecture focus on increas-

ing the number of control elements on the chip through com-

ponent miniaturization or additional layers, decreasing the re-

liance on external pneumatic lines through on-chip logic, and

increasing reusability through programmable chips96. Work

has also been done on reducing contamination and back flow

through the use of a microfluidic serial digital to analog pres-

sure converter97.

While CAD and automation have been primarily focused

on droplet based digital microfluidics98–101 rather than mLSI,

a new subset of tools are being developed for layout and op-

timization of mLSI devices. Earlier tools for mLSI include

Biostream, a tool for designing GUIs and control valves for

multilayer devices89,102 (freely available at103) and Micado94,

which automated control valve placement and routing for a

given flow layer. Extensions of that work have led to develop-

ments in a microfluidic description language similar to hard-
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ware description languages used in electronics104, algorithms

for laying out the flow layer based on a high level description

of chip function105, and better algorithms for valve placement

and control routing106,107.

1.3 Using microfluidics to solve challenges in synthetic

biology

Introducing complex engineered systems into cells presents

numerous challenges at different levels of the synthetic bi-

ology workflow. We present in Figure 3 a sampling of the

current challenges in synthetic biology and the microfluidic

technologies most applicable to solving those challenges. We

begin with the problems facing accurate specification of the

function of novel genetic devices as the specification is only

as useful as the understanding of the underlying biological be-

havior. A major challenge when designing new biological de-

vices is that synthetic biology still suffers from a lack of well

characterized parts that do not interfere with each other when

used together to construct larger systems. Important factors in

the assembly of a device include potential unintended changes

in function introduced when joining two segments of DNA

and the time and cost efficiency of the currently available as-

sembly methods. Verification of device function and stabil-

ity requires accurate monitoring and measurement of protein

expression at both the population and single cell level for ex-

tended periods of time. Microfluidics technologies in environ-

mental control, high throughput assays, DNA synthesis, and

cell culture can be used to augment and supplement existing

work in synthetic biology to address these challenges.

2 Specification

Accurate specification of biological device function requires

prediction of future behavior of combinations of biological

parts and a standardized input/output model to share behav-

ioral data across different designs. However, with the excep-

tion of some well studied systems such as the quorum sensing

system110, not all biological behavior in synthetic biological

parts is well understood or predictable. In many cases, a de-

vice that performs well in one host system fails to perform

when transplanted into a different host. In addition, differ-

ent parts are characterized with different experimental meth-

ods such that there is no one standard of input/output mea-

surement to specify interfaces between devices. As as result,

many new devices fail to function without extensive trial-and-

error, which is costly in both time and materials. To build

more predictable systems, we require better characterization

of part behavior over a wide range of environmental condi-

tions to achieve the necessary understanding to build the cor-

rect models.

2.1 Challenges

In electrical engineering, simulation is used to predict device

behavior and debug potential design flaws without spending

time and resources in the lab. Whereas we have a solid under-

standing of semiconductor device physics and can create ac-

curate models for electronic parts for simulations, we are still

developing similar knowledge to create models of biological

parts. Chen et al. characterized terminator efficiency for 582

natural and synthetic transcriptional terminators and from that

data generated a predictive model of terminator behavior given

the sequence111. Similar models have been generated for ribo-

some binding sites112, but these sequence based models alone

cannot predict behavior of combinations of parts in a biologi-

cal system. Likewise, new software tools developed for simu-

lating synthetic biological systems113,114 are based on models

of biological process of cell growth, diffusion, and protein in-

teractions and degradation but may not take into account the

details of part function based on DNA sequence.

Datasheets for electronic parts contain the information

needed to create accurate behavioral models of those parts for

use in simulations, including the valid input and output ranges,

the switching characteristics, and frequency response for noise

analysis. Canton et al.8 postulates the creation of similar

datasheets for biological parts and produces a datasheet for

BioBrick BBa F2620, a device that produces the transcrip-

tion factor LuxR and is controlled by a regulated operator.

Datasheets for biological parts must include different infor-

mation than their electrical engineering counterparts due to

issues such as host context and degradation rate of inputs and

outputs that have no electronic parallels. Biological parts need

to be characterized for orthogonality and multi-component be-

havior as well as the more usual single component behavior.

The long-term behavior of a part is dependent on such fac-

tors as the strain and growth stage of the host cell, the muta-

tion rate, as well as environmental conditions such as temper-

ature, pH, and culture media. For example, degradation rate

of acylhomoserine lactone (AHL), the key signaling molecule

in the popular and commonly used bacterial quorum sensing

system, varies with both pH and temperature, making devices

using this system sensitive to environmental changes115. The

addition of biological parts and device into the host cell intro-

duces large amounts of foreign DNA that may impact host cell

metabolism116. To produce useful datasheets and models for

simulation would require massive amounts of characterization

data. The spatial and temporal environmental control that mi-

crofluidics provides combined with high throughput cell cul-

ture assays (described in 3.2) could be used to develop plat-

forms characterization and test platforms for synthetic biology

devices.
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These microfluidic function generators can be also used for

frequency domain analysis, which allows for applications of

control theory techniques118 such as block modeling and pro-

vides additional insights on noise and stability in biological

devices121,122. Advances in microfluidic fabrication means

that on-chip microfluidic oscillators123,124 could also be used

to generate complex input stimuli waveforms for device char-

acterization while relying less on external hardware.

2.3 Future Work

Currently, part characterization experiments for static and dy-

namic behavior are carried out individually, and as such, are

costly in both time and reagents. The expense of these exper-

iments no doubt contributes to the lack of available charac-

terization data. As a next step in the progression of designs

useful for part characterization, we suggest a microfluidics

platform for multi-dimensional characterization of biological

parts. Such a device would allow for simultaneous experi-

ments and data collection of the input/output dose response

behavior, timing characteristics, and noise analysis through

measuring single cell gene expression118.

A starting point for such a platform could begin with a de-

sign similar to the gradient generator by Cooksey et al. A

number of cell traps or microchemostats could be placed in

the central chamber for monitoring cell growth and gene ex-

pression at the single cell level. A full discussion of single

cell analysis in microfluidics is provided elsewhere125 while

we describe some of the key microfluidic devices in single cell

trapping and cell culture in Section 5.2. The input to the cen-

tral chamber could then be switched between a gradient gen-

erator and a waveform generator to allow for multiple types of

experiments on the same device. Ideally, multiple experiments

could be run on the same biological part simultaneously with

the same microfluidics setup on this device.

For example, the biological part in this microfluidics device

could be subject to a gradient of inputs to measure the dose

response. The inputs could be turned on and off at will to gen-

erate the temporal waveforms needed to measure the timing

characteristics. Finally, as the cell traps could support single

cell analysis, noise analysis could be performed on the part.

Being able to perform many different experiments using one

setup could allow for rapid characterization of new biological

parts and devices.

3 Design

The nature of biology and evolution results in many homolo-

gous biological parts and pathways. Using homologous parts

in a device leads to unwanted molecular interactions in the cell

and interfere with the intended function of the device. We re-

fer to these unwanted interactions as biological crosstalk. The

likelihood of crosstalk increases as biological devices grow

more complex and involve more regulatory networks7. The

use of orthogonal parts (parts that do not interfere with each

other) reduces crosstalk, but there is lack of these parts in the

current repertoire of synthetic biology. To increase the scal-

ability of biological devices, we must find new orthogonal

parts and regulatory systems130 or reuse the currently avail-

able parts and systems21.

3.1 Challenges

New orthogonal parts can be discovered by surveying known

genomes for novel regulatory networks. By mining the ge-

nomic database at European Bioinformatics Institute, Stanton

et al. curated a collection of 73 homologs to TetR (a com-

monly used gene comprised of a repressible promoter and the

repressor protein), and from those homologs, screened and

isolated 16 orthogonal promoter-repressor pairs for use in new

genetic devices130. The limiting step in this process is the fi-

nal screening of pairwise interactions as over 5000 individual

experiments were required to screen the homolog library. Mi-

crofluidic high throughput screening platforms would allow

for hundreds if not thousands of parallel experiments and re-

duce the time needed to discover novel orthogonal parts.

New parts may also be obtained through directed evolution,

a method of applying selective pressure to a library of vari-

ants to engineer for specific functions without prior knowledge

of the system131. Conventional methods for cycles of muta-

tion, cell growth, and selection require frequent human inter-

vention and several days per cycle, but new automation tech-

niques such as Multiplexed Automated Genome Engineering

(MAGE)132 reduce both time and human attention required to

generate large libraries. Using MAGE to optimize the path-

way in E. coli that produced isoprenoid lycopene required

screening 105 colonies after 5-35 evolution cycles. The scale

of microfluidic devices is too small to screen for level of di-

versity produced by MAGE, but perhaps may be used as a

secondary screening platform on a subset of the optimized

colonies.

One method of part reuse, as demonstrated by Tamsir et

al., is to separate large circuits into smaller circuits, each in

a different cell colony, which communicate with each other

through intercellular signaling chemicals. Using this tech-

nique, they built all possible two input boolean functions from

biological NOR gates. The colonies are spatially separated

on a plate by hand, with the intercellular signaling chemicals

spreading through diffusion. However, the diffusion of these

signals is not directed towards specific colonies and may reach

unintended targets and cause crosstalk between circuits. Mi-

crofluidics could be used to physically isolate each colony and

restrict intercellular signaling to specific colonies via control-

ling the media flow to reduce this crosstalk.
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and automation has been limited by the sequential nature of

the assembly process51. More promising are the one pot reac-

tions such as GoldenGate48, GoldenBraid142, and MoClo50,

which allow for combination of multiple parts in a single re-

action with smaller scar sites. However, both types of assem-

bly methods use restriction enzymes to cut and join parts, so

all parts used in these methods must first have all internal re-

striction enzyme sites removed through targeted mutations143.

This adds another step and another point of potential failure in

the construction of large devices. De novo synthesis of com-

plete devices could eliminate the problems with DNA assem-

bly, but the price point of current DNA synthesis at $0.40 to

$1.00 per base pair144, with an increase in price to dollars per

base pair for large constructs of thousands of base pairs44, and

inconsistent turn-around time145 makes the technology unsuit-

able for large devices. In addition, the price of DNA synthe-

sis has plateaued at $0.40 per base pair, and is unlikely to

decrease further without a a drastic improvement in technol-

ogy44.

4.2 Current Solutions

As the major component of the price of conventional DNA

synthesis is based on reagent use and sample handling146, the

reduction in scale provided by microfluidic chips could lower

the price of DNA synthesis to be viable for de novo synthesis

of devices. An early example by Kong et al (Figure 6A), con-

sists of four 500nl parallel reactors, each capable of synthesiz-

ing genes of up to 1 kilobase (kb) in length from starting con-

centrations two orders of magnitude lower than conventional

reactions. A similar device by Lee et al147 (Figure 6B), pro-

vides up to a 100 fold reduction in reagent use while producing

16 oligonucleotides in parallel at concentrations that did not

require amplification before assembly. Combining this with

the technology for the mass production of oligonucleotides in

microarrays144 and the development of microfluidic chips for

two-step gene synthesis148 could lead to an decrease in price

of DNA synthesis to under $0.05 per base pair, and reach the

point where synthesis of large constructs becomes viable. Mi-

crofluidic devices have also been developed for the purifica-

tion of oligonucleotides, which increases the fidelity of syn-

thesized DNA149.

4.3 Future Work

While much work has been done in DNA sequencing and am-

plification59, little literature exists on importing existing DNA

assembly techniques used in synthetic biology to microfluidic

devices. Implementing processes such as BioBrick or MoClo

assembly on microfluidic platforms would increase through-

put and automation and decrease reagent use. Hillson et al150

have proposed and patented a flexible microfluidic system for

both pairwise and one-pot DNA assembly based on existing

procedures for DNA ligation and amplification and cell trans-

formation151 in microfluidic systems. The company Genabler

has also developed a prorietary one-pot assembly method for

use with a modular microfluidic system152. However, little to

no literature exists on the efficiency of commonly used DNA

assembly techniques when performed in microfluidic devices.

5 Verification

The goal of verification is to compare the performance of the

assembled device to the previously written specification, and

from that comparison, determine the modifications needed re-

fine the design rules and models used in the initial specifica-

tion. This requires subjecting the new device to a set of testing

conditions and monitoring the expression of proteins of inter-

est under those conditions. Where as we focused on the be-

havior of individuals parts in previous sections, we focus here

on the analysis of systemwide behavior. The microfluidic de-

vices described in Section 2.2 can be easily used to test the

dynamics of novel biological devices and systems in addition

to testing biological parts.

5.1 Challenges

One factor affecting the long term performance and reliabil-

ity of biological devices not present in electronic devices is

the natural mutation rate present in the host cell115. Long

term monitoring of biological devices via microchemostats

and other similar cell culture setups is essential for character-

ization of the effects of mutation rate on stability and robust-

ness of novel biological circuits. Cell traps in these devices

must allow for easy loading of cells and media, distribution of

nutrients under high cell density, growing of cells in defined

patterns to assist with tracking for single cell observations,

and removal of cells without clogging the device70. Data at

the single cell level as well as the population level is required

as important variations in single cells may be masked by the

population data154. Monitoring device behavior at the single

cell level also provides data on noise in the biological devices

caused by random timing of biochemical reactions and dis-

crete molecules, which is important for accurate modeling of

circuit dynamics67,125.

Microfluidic platforms are well suited for and have been

used in a variety of single cell studies155, including investigat-

ing the mystery of antibiotic persistence in bacteria85. Behav-

ior of the cells in these devices are monitored through time-

lapse fluorescent microscopy (TLMF), and images of the cells

are processed with segmentation algorithms to track cell lin-

eage and gene expression at the single cell level156.
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sub-micron growth chambers connected to two feeding chan-

nels that traps E. coli and was used to observe growth rate and

GFP expression at the single cell level153. These microfluidic

chips, combined with complex input generation schemes and

multiplexing, can be used to develop sophisticated setups for

characterization of long-term static and dynamic behavior of

biological parts and devices

5.3 Future Work

One unexplored avenue in using microfluidics to study dy-

namics of gene expression is using feedback to influence and

control the device of interest. Feedback may be used to sta-

bilize device behavior, remove non-linearities, or account for

system fluctuations, all of which would enhance the under-

standing of novel biological systems. Feedback systems al-

ready exist in microfluidic devices in the form of on-chip

oscillators, and in silico feedback combined with optogenet-

ics159 have been used to implement feedback systems regulat-

ing intracellular signaling in fibroblasts160 and gene expres-

sion in yeast161. A new system combining in silico feedback

with microfluidic control of gene expression could be useful

in characterizing and studying system-level behavior of bio-

logical devices.

6 Conclusion

We present in Table 1 a summary of the challenges facing dif-

ferent steps in the synthetic biology workflow and the key mi-

crofluidic technologies of interest in solving those challenges.

The ability for fine tuned spatial and temporal control over in-

puts in microfluidic devices could be of great use in character-

ization of biological parts, leading to better specification of bi-

ological device behavior. Microfluidic large scale integration

can be used for high throughput screening of potential new

orthogonal parts or to control intercellular signaling for dis-

tributed biological computing in order to reuse existing parts.

Automated construction of large biological devices could be

achieved with a combination of microfluidic platforms for de

novo synthesis of biological parts and microfluidic platforms

for common DNA assembly techniques such as MoClo or Bio-

Bricks. Finally, long term cell culture in microfluidic cell trap

and microchemostats could assist with accurate measurements

of gene expression at both the population and single cell level

for verification of the performance of biological devices.

Both synthetic biology and microfluidics are building on

the foundations laid by electrical engineering, in particular,

the digital abstraction. The development of mLSI technology,

particularly in the areas of on-chip logic and control, mimics

that of digital electronics with the valve taking the place of

the transistor as the basic unit of computation. The digital ab-

straction is used in synthetic biology to increase robustness,

decrease noise sensitivity, and allow specific tuning of inputs

biological devices. Both fields have also developed their own

versions of the functionally complete NOR gate21,137, thus

allowing for basic computation on platforms other than sili-

con. As both fields are already using similar abstractions for

devices and computation, the digital abstraction provides an

easy interface for integration of biological and microfluidic

computation to develop novel systems that benefit from the

advantages of both fields. Of note in this integration process

is the new microfluidics track at the International Genetically

Engineered Machines (iGEM) competition162 designed to in-

troduce high school and undergraduate students to using mi-

crofluidics in designing and studying synthetic biological cir-

cuits.

The goal of synthetic biology is to use naturally existing

logical constructs in biology (such as repressible and inducible

genes) for novel applications in biosensing, therapeutics, and

biomaterials. Microfluidics provides reduction in reagent use,

increase in high throughput and automation, and precise con-

trol over the spatial and temporal environment necessary in-

crease the scale and robustness of synthetic biology. The inte-

gration of microfluidics and synthetic biology has the capabil-

ity to increase the scale of engineered biological systems for

applications in cell-based therapeutics and biosensors, expand

on the idea of distributed biological computation, and produce

new rapid prototyping platforms for the characterization of ge-

netic devices.
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