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A portable fiber-optic laser-induced breakdown spectroscopy (FO-LIBS) system was developed and employed to quantitatively analyze Mn and Ti elements in pig iron. The ablated craters produced by FO-LIBS are shallower with flatter bottom surfaces as compared with those produced by a conventional LIBS system without using optical fibers to deliver the laser pulses. This is beneficial on the special occasions requiring shallower destruction. The time-resolved images of plasma plumes were obtained and compared using both LIBS systems. Plasmas with lower temperature and electron density generated by the FO-LIBS system were thinner and more uniform, which means a lower self-absorption. Using the FO-LIBS system, the coefficients of determination (R² factors) of calibration curves for Mn and Ti elements were 0.997 and 0.998, respectively. The leave-one-out cross-validation (LOOVC) method was used to evaluate the detection accuracy. The root-mean-square error of cross-validation (RMSEC) for Mn (concentration range 0.072 - 2.06 wt.%) and Ti (concentration range 0.006 - 0.399 wt.%) elements were 0.0501 and 0.0054 wt.%, respectively. These results are comparable with or even slightly better than those obtained by the conventional LIBS. Furthermore, the FO-LIBS system is more compact and cost effective, more suitable for harsh environments, and hence more promising for industrial applications.

1. Introduction

Laser-induced breakdown spectroscopy (LIBS) is a technique for element analyses in which a laser pulse ablates a sample to generate plasmas, and the optical emission from the plasmas is collected and analyzed.1-4 LIBS has proven to be a versatile analytical technique during past decades5-7 due to its unique features, including applicability to any type of samples, no or simple sample preparation, nearly nondestructive nature, simultaneous multi-element detection, standoff sensing capability, and rapid in situ analyses, etc.8-10 These advantages offer a wide range of potential applications in fields such as environmental science, biotechnology, industry, agriculture, combustion, and defense.11-13 However, the conventional LIBS (without using optical fibers to deliver the laser pulses)14-18 is limiting when the environment is too aggressive or the access restriction makes it difficult to produce plasmas or acquire the emission lines.19,20 It is often large, complex, and expensive, limiting its use in laboratory investigation and making it unsuitable for large-scale industrial applications or in extreme environments.

Fiber-optic, laser-induced breakdown spectroscopy (FO-LIBS) provides a solution to the problems mentioned above because its laser beam can conveniently be delivered to the target surfaces using an optical fiber.5,17-20 In recent years, FO-LIBS has been studied by several groups. Davies et al. utilized FO-LIBS to successfully detect metallic species in the hostile environments of nuclear reactor buildings. Gruber et al.24,25 utilized FO-LIBS to analyze liquid steel at a distance of 1.5 m and quantitatively detect the major elements in an industrial mineral melt at a temperature between 1400 and 1600 °C. Whitehouse et al.25 used a 75 m-long uniblindrical FO-LIBS system to determine the copper content of 316H austenitic stainless steel superheated bifurcation tubing within the pressure vessels of nuclear power stations. They obtained an accuracy of approximately 25% and a limit of detection (LOD) of 360 ppm over a range of 0.04% < Cu < 0.6% (by mass) with a measurement time per bifurcation of less than 3 min. Rai et al. designed a FO-LIBS device aimed at online analysis of molten aluminum. Recently, Bohling et al. reported on a FO-LIBS sensor with a microchip laser for detection of explosives and landmines on the surface of materials. Neural networks were used to improve the identification accuracy. Dumitrescu et al. reported on a fiber that optically transmits laser spark for fuel-to-air ratio measurements in ultra-lean methane air mixtures. The LIBS signals acquired from the fiber-optically generated plasmas showed a linear dependence on the H/N ratio.

Recently, a further fast growing laser technology that seems to be very promising for LIBS (particularly in industrial applications) was represented by the high power pulsed fiber lasers. Fiber lasers, with higher photon conversion efficiency and a compact size (which is an important requirement for reducing the overall dimensions of portable LIBS systems), are a variation of the standard solid-state lasers where the active
medium is an optical fiber rather than a rod. Scharun et al. reported a multi-kHz fiber laser for mobile metal analysis tasks. The achieved accuracy is similar or even better than the state-of-the-art mobile SD-OES system for the described concentrations ranges and measurement conditions. However, due to the high PRF (pulse repetition frequency), it is not easy to collect the spectra generated by each single pulse using a compact spectrometer coupled with a CCD detector.

It is worth mentioning that, there are also several especially LIBS systems of state-of-the-art successful applied in harsh environment without using fiber optic to delivery laser beam; e.g. Sturm et al. used an automated LIBS system for the inline analysis of liquid slag with temperatures from $\approx 600$ to $\approx 1400$ °C within 2 min in the ladle of a slag transporter. However, the large equipment was used in a specific situation, and it was not easy to move conveniently as a mobile or portable device.

The works described above provided versatile approaches and obtained good results for FO-LIBS and other LIBS configuration. However, few researchers have compared FO-LIBS and conventional LIBS to study the benefit of the uniform laser beam profiles of the FO-LIBS to the quantitative analyses of elements in LIBS.

In this work, a portable FO-LIBS system was developed for analyzing Mn and Ti elements in pig iron. The leave-one-out cross-validation method was used to evaluate the accuracy of the quantitative analyses. The surface morphology of the pig iron samples produced by FO-LIBS was examined using an optical microscope and a step profiler. The time evolution of the plasma plumes was observed by fast imaging using an intensified charge-coupled device (ICCD). The temperature and electron density of the plasma were evaluated.

### 2. Experimental setup and methodology

#### 2.1 Experimental setup

The schematic diagram of the FO-LIBS setup is shown in Fig. 1 (a). A compact Q-switched Nd:YAG pulsed laser (wavelength: 532 nm, pulse duration: 7 ns, repetition rate: 10 Hz) was employed. Transmitted through a 3 m-long optical fiber (core diameter: 1 mm) and reflected by a dichroic mirror, the laser beam was focused onto the sample surface by a UV-grade quartz lens with a focal length of 150 mm. The plasma spectrum was collected by a compact spectrometer (AvaSpec-2048-USB2, 75mm Czerny-Turner, grating: 2400 lines/mm (VE), slit: 10 μm, spectral resolution: about 0.08 nm, spectral range: approx. 393 to 488 nm), coupled with a gated linear CCD detector with 2048 elements and synchronized by the external trigger of the laser.

Before recording a spectrum, the processing parameters were optimized and fixed as follows. The laser pulse energy measured under the focusing lens was about 24 mJ, which is limited by the optical fiber delivered laser pulses. The focal point was set at 1 mm below the sample surface. The estimated fluence was about 3.1 J/cm². Prior to the acquisition, a number of pulses were applied to eliminate the surface contamination. The acquisition began at 1.3 μs after the laser pulse with an integration time of 2 ms. Every measurement in the experiments was repeated ten times unless specified.

![Schematic diagrams of the FO-LIBS (a) and conventional LIBS (b) systems.](image)

The schematic diagram of the conventional LIBS system is shown in Fig. 1 (b). The difference from the FO-LIBS setup is that a Q-switched Nd: YAG laser (Quantel Ltd. Brilliant B, 532 nm, 6 ns, 10 Hz) and an echelle spectrometer (Andor Tech, ME5000, spectral range from 200 nm to 950 nm, resolution $\lambda/\Delta\lambda=5000$) coupled with an ICCD camera (Andor Tech, iStar DH334T) were used in the system. Both the laser and the ICCD camera were synchronized by a digital delay generator (Stanford Research System DG535). A computer-controlled platform was used to move the samples. The processing parameters were optimized and fixed as follows: laser pulse energy was 50 mJ measured under the focusing lens. The focal point was under the sample’s surface at a depth of 4 mm. The estimated laser fluence was about 25.5 J/cm². The gate delay time and width of the ICCD were 4 and 20 μs, respectively.

#### 2.2 Samples

Seven certified pig iron samples (GSB 03-2582-2010 series, Pangang Group Research Institute Co. Ltd.) were used in this work. The matrix elements in all of these samples were iron with a content of over 90%. The concentrations of the Mn and Ti elements are listed in Table 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>1#</th>
<th>2#</th>
<th>3#</th>
<th>4#</th>
<th>5#</th>
<th>6#</th>
<th>7#</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>0.072</td>
<td>0.329</td>
<td>1.22</td>
<td>0.857</td>
<td>0.596</td>
<td>1.46</td>
<td>2.06</td>
</tr>
<tr>
<td>Ti</td>
<td>0.0059</td>
<td>0.216</td>
<td>0.043</td>
<td>0.03</td>
<td>0.066</td>
<td>0.105</td>
<td>0.399</td>
</tr>
</tbody>
</table>
3. Results and discussion

3.1 Characterization of laser-produced craters

Fig. 2. Optical micrographs and depth profiles of pig iron samples irradiated by 20 laser pulses: (a) FO-LIBS with a laser fluence of 3.1 J/cm² and (b) conventional LIBS with a laser fluence of 25.5 J/cm².

The surface morphology of the pig iron samples produced by FO-LIBS was examined using an optical microscope and a step profiler. Figure 2 (a) shows the effect of 20 laser pulses with a fluence of 3.1 J/cm² on the sample surface in the FO-LIBS, while Fig. 2 (b) shows the effect of 20 laser pulses with a fluence of 25.5 J/cm² on the sample surface in the conventional LIBS.

The crater morphology produced by FO-LIBS was significantly different from that by conventional LIBS. The depth of craters (approximately 1 μm) by FO-LIBS was much shallower than that by conventional LIBS (approximately 22 μm). Therefore, FO-LIBS causes much less surface damage. Furthermore, the bottom of the craters produced by the FO-LIBS were much flatter than those made by the conventional LIBS, possibly caused by the different laser energy and beam quality, suggesting that the laser distribution in the FO-LIBS is more uniform than that of the conventional LIBS.

The characteristics of laser-produced craters in FO-LIBS (shallower and flatter) are beneficial on the special occasions requiring shallower destruction, such as film depth profile examination, quality controlling of coating.

3.2 Fast imaging of laser-induced plasmas

Fig. 3. Fast images of laser-induced plasmas in the FO-LIBS (a) and the conventional LIBS (b).

To further study the characteristics of FO-LIBS, the temporal evolution of the plasma plumes was observed using fast imaging, as shown in Fig. 3. These images were acquired using an Andor ICCD (iStar DH334T) attached with a Nikon lens (105 mm, f/2.8G). Each image was obtained by accumulating for ten pulses. The pictures showed that the plasmas generated by FO-LIBS were uniform, thinner, and plate-shaped, which was much different from that generated by conventional LIBS.

In addition, the lifetime of the plasmas generated by FO-LIBS is very short (approximately 5 μs, beyond this delay time, the intensity of the plasma became too weak to be measured), while that by conventional LIBS is much longer (estimated at more than 20 μs).

3.3 Temperature and electron density of plasmas

Fig. 4. The temperatures (a) and the electron densities (b) of laser-produced plasmas obtained in the FO-LIBS and conventional LIBS.

By Boltzmann plot method, 1 excitation temperature was estimated using iron atomic lines. 1 Temporal evolution of
plasma temperatures in the FO-LIBS and the conventional LIBS are shown in Fig. 4 (a). The temperature of the produced plasma was determined up to 5 μs in the FO-LIBS and 20 μs in the conventional LIBS after the laser pulse. Beyond this delay, the emission of the iron lines used for the calculation became too weak to be measured with adequate precision. The results show that the temperature of plasmas in the FO-LIBS is lower than that of conventional LIBS at a certain delay. In addition, the temperature decline rapidly and the total plasma emission lifetime is about 4–5 μs. These are consistent with the temporal evolution of the plasma plumes stated above.

By the Stark broadening method, the electron density of the laser-induced plasma was calculated by the following formula:

$$\Delta \lambda_{\text{Stark}} = W_{\text{FWHM}} \left( \frac{n_e}{10^{16} \text{cm}^{-3}} \right).$$  

Where $\Delta \lambda_{\text{Stark}}$ is the full width at half maximum (FWHM) of the line, $W_{\text{FWHM}}$ is the Stark broadening parameter for the full width (FWHM), and $n_e$ is the electron density. The ionic line of aluminum at 394.40 nm was used to evaluate the plasma electron density and the procedure was described in ref. 1,3,32. Temporal evolution of electron density of plasmas generated in the FO-LIBS and the conventional LIBS are shown in Fig. 4 (b). It shows that the electron density in the FO-LIBS is lower than that of conventional LIBS at a certain delay. This is consistent with the time evolution of the plasma temperatures stated above, suggesting that the plasma in the FO-LIBS is weaker than that of the conventional LIBS.

### 3.4 Qualitative and quantitative analyses

The emission spectra of Mn and Ti elements acquired by both FO-LIBS and conventional LIBS are shown in Fig. 5. All of the spectra were acquired from Sample 6. As shown in Fig. 5, there is no obvious difference in the spectra acquired by FO-LIBS and conventional LIBS except the intensity.

The internal standardization, which used intensity ratio (analyte/reference line) instead of absolute peak heights to construct the calibration curve, was adopted as the quantitative analysis method. It has advantages such as minimizing shot-to-shot variations in the LIBS emission signals, increasing measurement precision.3,8 To avoid interference, the spectrum lines of Mn I 404.14 nm and Ti I 453.32 nm were chosen as the analysis spectral lines. The matrices Fe I 426.05 nm and Fe I 437.59 nm were adopted as the reference lines.

Quantitative analyses of Mn and Ti elements were carried out using both FO-LIBS and conventional LIBS. The calibration curve for intensity ratios of Mn I 404.14 nm/Fe I 426.05 nm and Ti I 453.32 nm/Fe I 437.59 nm were established, as shown in Fig. 6 (a) and (b), respectively. The coefficients of determination ($R^2$ factors) of the calibration curves for FO-LIBS and conventional LIBS are listed in Table 2.

![Fig. 5. The characteristic emission spectra of Mn (a) and Ti (b) elements obtained by the FO-LIBS and conventional LIBS.](image)

![Fig. 6. Calibration curves for intensity ratios of Mn I 404.14 nm/Fe I 426.05 nm (a) and Ti I 453.32 nm/Fe I 437.59 nm (b) in FO-LIBS and conventional LIBS.](image)

The limit of detection (LOD) can be calculated using the following equation:1,3,33

$$\text{LOD} = \frac{3\sigma_n}{k},$$

where $\sigma_n$ is the average standard deviation of the noise and $k$ is the slope of the calibration curve. However, in the internal standardization, the slope is the ratio of intensity
(analyte/reference line) to concentration, so Formula (2) can be transformed into the following:
\[
LOD = 3\sigma_d/I_R/S, \tag{3}
\]
where \(I_R\) is the intensity of the reference lines and \(S\) is the slope of the calibration curve using the internal standard method. According to Eq (3), the LOD is inversely proportional to \(I_R\). The LOD of Mn and Ti in the pig iron samples of both LIBS systems were calculated and are shown in Table 2.
Furthermore, the leave-one-out cross-validation method was used to evaluate the detection accuracy. The root mean square error of cross-validation (RMSECV) was used as the main index for evaluating the performance of the calibration model. RMSECV is the average error in the calibration (validation) model and can be calculated by
\[
RMSECV(V) = \frac{\sum (\hat{x} - x_i)^2}{n \cdot R}, \tag{4}
\]
where \(\hat{x}_i\) is the reference concentration of the sample, \(x_i\) is the predicted concentration of the sample, and \(n\) is the number of calibration (validation) samples. According to Eq (4), the RMSECV of calibration model for Mn and Ti in both LIBS systems were calculated and are listed in Table 2.

**Table 2.** The R-square \((R^2)\) factor, RMSECV (wt.%), and the LODs of Mn and Ti elements in FO-LIBS and conventional LIBS.

<table>
<thead>
<tr>
<th>Elements</th>
<th>(R^2)</th>
<th>FO-LIBS</th>
<th>Conventional LIBS</th>
<th>FO-LIBS</th>
<th>Conventional LIBS</th>
<th>FO-LIBS</th>
<th>Conventional LIBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>0.997</td>
<td>0.988</td>
<td>0.0501</td>
<td>0.1793</td>
<td>1219</td>
<td>155</td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>0.998</td>
<td>0.992</td>
<td>0.0054</td>
<td>0.0159</td>
<td>257</td>
<td>29</td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 2, both the R-square \((R^2)\) factor and the RMSECV of FO-LIBS were comparable with or even slightly better than those of conventional LIBS, which suggests that the accuracy of FO-LIBS is comparable with or even slightly better than that of conventional LIBS. This is due to self-absorption whose effect influences the LIBS measurements, reflecting in non-linear calibration curves. \(^{1,3,34}\) As shown in Fig. 6, there are nonlinear behaviors occurred in calibration curves of the conventional LIBS.

The self-absorption generally increases with the electron density and the optical thickness of plasma. \(^{34}\) Because of the high density of atoms in the plasma and its characteristically high temperature and electron density gradients, the outer layer of the plasma will be populated by ‘cool’ atoms, residing mostly in the ground state. \(^{35}\) The central core of the plasma will contain a higher density of excited atoms. As these atoms decay to the ground state, the emitted photons corresponding to resonance transitions will have a high probability of being absorbed by the ‘cooler’ atoms in the outer layers, \(^{35}\) which would influence the result of analysis. In addition, with higher laser intensity, it is more probable to occur self-absorption of the emission by the plasma formed in front of the sample, or due to poor coupling of the laser because of plasma shielding. \(^{27}\) However, the plasmas generated in FO-LIBS are thinner, weaker, and more uniform, as well as the temperature and electron density are lower than that in conventional LIBS, which may lead to less self-absorption or self-reversal for emission line. These are probable reasons to explain the R-square \((R^2)\) factor and the RMSECV (wt.%) in the FO-LIBS were a little better than that of the conventional LIBS.

However, the LODs in the FO-LIBS are inferior to that of the conventional LIBS and other LIBS systems (e.g. LoD (Mn) = 9 ug/g with multiple pulse excitation in the vacuum ultraviolet, \(^{36,35}\) and LoD (Mn) = 44 ug/g using multi-pulse bursts in argon gas, \(^{27}\)), which may be caused by the weak spectrum intensity. Due to the fiber limitation, the laser energy of the FO-LIBS is smaller than that of the conventional LIBS, which resulted that the intensity of the spectral line is weaker than that of the conventional LIBS.

From Formula (2), the intensity of the reference line in FO-LIBS is much smaller than that in conventional LIBS. Namely, \(I_R\) is much smaller, so that the LODs of FO-LIBS are higher.

### 4. Conclusions

In summary, a compact and low-cost FO-LIBS system was developed for quantitative analyses of Mn and Ti elements in pig iron. The laser-produced craters of FO-LIBS are shallower and flatter than those obtained by conventional LIBS, which is beneficial on the special occasions requiring shallower destruction, such as film depth profile examination, quality controlling of coating. The plasmas generated in FO-LIBS are thinner, weaker, and more uniform, with the temperature and the electron density are lower than those in conventional LIBS, which probably leads to less self-absorption or self-reversal for emission line. The coefficients of determination \((R^2)\) factors of the calibration curves in FO-LIBS for Mn and Ti elements are 0.997 and 0.998, respectively. The RMSECV (wt.%) for Mn and Ti elements are 0.0501 and 0.0054 wt.%, respectively. These results are comparable with or even slightly better than those obtained by conventional LIBS, although the LOD of FO-LIBS is slightly inferior to conventional LIBS. However, compared to the conventional LIBS system, the FO-LIBS system is more compact and cost effective (CCD systems are more cost effective and robust than ICCDs). \(^{36}\) FO-LIBS is a convenient approach to providing a portable solution for LIBS applications in harsh or other special environments.
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