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The quantitative measurement of trace elements in TiO$_2$ powders using a modified solution-cathode glow discharge–atomic emission spectrometry system has been developed.
Design modification of a solution-cathode glow discharge–atomic emission spectrometer for the determination of trace metals in titanium dioxide

Zheng Wang, a * Rongyin Gai, a,b Lei Zhou a,c and Zhen Zhang a

This paper describes the quantitative measurement of trace elements in TiO₂ powders using a modified solution-cathode glow discharge–atomic emission spectrometry (SCGD-AES) system. The optimal conditions utilized 0.1 M HNO₃ sample solutions and operated at a voltage of 1060 V with a flow rate of 2.0 mL min⁻¹. The TiO₂ matrix concentration tolerance of the SCGD source was determined to be 10 mg mL⁻¹. Sample solutions were prepared by dissolving different TiO₂ powders using a high temperature acid digestion method. The values determined by SCGD-AES are comparable to those obtained using axial inductively coupled plasma-atomic emission spectroscopy (ICP-AES). The proposed method was validated by quantifying Ag, Ca, Cu, Fe, K, Li, Mg, Na, and Pb in a certified reference material (NIST 154c), where the measurement results obtained by SCGD-AES agreed well with the reference values. In this method, Ti emissions were relatively weak, so that highly sensitive measurements of trace elements in TiO₂ matrices can be conducted with little interference. The detection limits of the trace elements such as Ag, Ca, Cu, Fe, K, Li, Mg, Na, and Pb in TiO₂ powders were 0.08, 2, 2, 5, 0.04, 0.02, 0.04, 0.02, and 0.4 µg g⁻¹, respectively. The enhancement of Pb sensitivity was also studied. Specifically, the limit of detection for Pb improved 6.5-fold to 2 ng mL⁻¹ with the addition of 3% (v/v) formic acid.

1. Introduction

Titanium dioxide (TiO₂) is applied in various branches of modern industry and is utilized as a white pigment in cosmetics, as a photocatalyst in dye-sensitized solar cells, and as a photocatalyst in environmental wastes and pollutants. Ag ions, in combination with TiO₂, are known to enhance the inactivation of bacteria and repress their photoreactivation. Notably, it was reported that as a photoelectrocatalyst with a controlled pore size, Fe doping improved the photocurrent density of TiO₂ samples. Thus, for every particular application, the quality and purity of TiO₂ must be controlled to ensure product suitability. These effects highlight the necessity of an appropriate analytical method for the determination of trace impurities in TiO₂.

High-performance laboratory techniques such as inductively coupled plasma–atomic emission spectrometry (ICP-AES) and inductively coupled plasma–mass spectrometry (ICP–MS) have been used to determine trace amounts of impurities in TiO₂. However, these techniques consume large amounts of energy and are operated at high temperatures or under vacuum, and are thus impractical for portable measurement. Moreover, their operating costs are high and are therefore unsuitable for continuous monitoring. As titanium has a rich spectrum, many elements cannot be monitored well by ICP–AES because of spectral interference. To ensure rapid detection in a field measurement, it would be highly desirable to develop a more compact, low-cost instrument for on-site monitoring of metal ions.

Recently, different micro-plasma sources that perform well under many conditions have been developed. Electrolyte-cathode discharge (ELCAD) has been investigated for more than two decades and has evolved considerably. About ten years ago, solution-cathode glow discharge (SCGD) was described by Webb et al. as a simple configuration of ELCAD, and showed better performance than the parent system in
several studies.\textsuperscript{43–46} The SCGD–AES method offers many advantages compared to ICP–AES/MS or atomic absorption spectroscopy (AAS): namely, its construction and operating costs are lower, it does not require plasma gas, fuel, or vacuum conditions, it does not need a nebulizer (which results in reduced memory effects and faster temporal response), it has lower power requirements, and it exhibits lower spectral interference.

Solution-electrode systems have been employed in several analytical applications. Acidified water\textsuperscript{56–58} has occasionally been used as a sample solution for trace element analysis, but the analyte concentrations measured by ELCAD–AES were not compared to those determined by other techniques. Similarly, acid-diluted milk\textsuperscript{53} was analyzed by ELCAD–AES, but the comparison to standard or certified reference materials was also lacking. Recent studies have reported the quantitative determination of trace elements in materials such as tuna fish, oyster tissue, coal fly ash,\textsuperscript{54} zircaloys,\textsuperscript{55} colloidal silica,\textsuperscript{55} and environmental and biological samples.\textsuperscript{56} The results agreed with the certified values. As the excitation temperature (measured using iron) in SCGD–AES (~5000 K)\textsuperscript{46} is far lower than that in ICP–AES, Ti spectral lines are not excited. Thus, little spectral interference occurs in the monitoring of TiO\textsubscript{2} samples by SCGD–AES. In this work, the quantitative measurement of trace elements (Ag, Ca, Cu, Fe, K, Li, Mg, Na, and Pb) in TiO\textsubscript{2} using SCGD–AES was investigated and discussed. To the best of our knowledge, no studies focusing on the determination of TiO\textsubscript{2} powders using liquid-cathode glow discharge systems have been reported to date. Furthermore, there are no reports on the determination of numerous trace elements in a fast and convenient way that meets quality control analysis requirements.

2. Experimental

2.1. SCGD cell design

The SCGD cell used here was generally similar to the one used in former studies,\textsuperscript{55,56} but was modified to improve its portability. In particular, the micropipette was directly connected to the graphite rod to remove the influence of the constant solution level. A photograph of the new design can be found in Fig. 1. A hole was drilled radially on one side of the graphite rod for insertion of the micropipette. The graphite rod passes horizontally through a hole drilled in one wall of the reservoir. The reservoir allows the pipette and graphite rod to be fixed. Sample solution enters the cell via a peristaltic pump through a 10 µL disposable micropipette (Fisher Scientific Co., Pittsburgh, PA) with a 1.1 mm outer diameter and an inner diameter of 0.38 mm. The distance between the top of the micropipette and graphite rod is 3 mm. The solution overflows from the tip connected with the grounded graphite electrode. A second glass pipette is positioned vertically in the waste reservoir to draw waste solution away. This arrangement is similar to the design of Doroski \textit{et al.},\textsuperscript{57} but we retained the reservoir as a fixed device.

A two-channel peristaltic pump (Gilson, France) is used to pump sample solutions and carry waste solutions from the overflow reservoir. To reduce signal fluctuations induced by the pump, a simple and inexpensive custom-built pulse dampener is inserted between the pump and the SCGD. The dampener consists of a specially knotted (using a chain sinnet knot, also known as a daisy chain) length of peristaltic-pump tubing (two Tygon® tubes (with 1.52 mm inner diameter) joined to make a ~90 cm length before knotting).

The SCGD cell was mounted on a platform equipped with three orthogonal micrometer screw gauges, which could be adjusted precisely in the \(x\), \(y\), and \(z\) directions to produce the maximum signal and focus the discharge image onto the monochromator entrance slit. A Kepco (Flushing, NY) BHK 2000-0.1MG high-voltage power supply was used in constant voltage mode. To limit the discharge current, a 1.2 kΩ ballast resistor was introduced in series with the anode. The discharge was imaged at a magnification of 2.3:1 by a quartz lens positioned at the vertical entrance slit of the monochromator (Princeton Instruments, Action SP 2500, USA). A photomultiplier biased at 700 V was used as the detector. Emission spectra were recorded with an integration time of 0.015 s in 0.05 nm intervals. An Edmund Optics (Barrington, NJ, USA) GG 475 long-pass filter (greater than 88% transmission above 500 nm and less than 0.1% transmission below 460 nm) was used to block second-order emissions. SpectraSense v. 4.4.6 software (Princeton Instruments) was used to operate the spectrometer, control its configuration, and collect and process the data.

2.2 Reagents and samples

Deionized water (18.25 MΩ·cm resistivity) was obtained after passage through a water purification system (AWL-1002-U, Aquapro, China) in our laboratory. Working standards of the metals were prepared by appropriate dilution from the corresponding single-element 1000 µg mL\textsuperscript{−1} stock solutions. All sample solutions were acidified to pH 1.0 with HNO\textsubscript{3} (Sigma-Aldrich, ACS reagent, 65%). The pH of the solutions was measured with a pH meter (PHS-3E, INESA, China). Two TiO\textsubscript{2} powder samples (Aladdin Inc.), designated TiO\textsubscript{2}-1 and TiO\textsubscript{2}-2,
were used to study the applicability of the proposed method. A certified reference material (TiO$_2$, NIST 154c) was used to verify the accuracy of the SCGD-AES determinations. In addition, the following reagents were used: HCl (Tianjin Fengchuan Chemical Reagent Science and Technology Co., Ltd., GR), HF (Sinopharm Chemical Reagent Co., Ltd., GR), H$_2$SO$_4$ (Asia Union Electronic Chemical., Corp., GR), ammonium hydroxide (Sinopharm, AR), acetic acid (Sinopharm, AR), and formic acid (Sinopharm, GR).

2.3 Sample preparation for SCGD-AES and ICP-AES analyses

The TiO$_2$ sample or the certified reference material (TiO$_2$ NIST-154c) (~1.00 g) was weighed and dissolved in HF (5 mL) and HNO$_3$ (2 mL) in a PTFE vessel. The closed container was digested in an oven at 220°C for 16 h and then slowly cooled to room temperature slowly. The solution was transferred into a Pt crucible with deionized water and then evaporated to nearly dryness on a heating platform. After transfer into a PET bottle with deionized water, the solution was diluted to 100 mL with deionized water and the pH was adjusted to 1.0 with ammonium hydroxide and HNO$_3$. The process blank was treated in the same way.

The process blanks and samples (both spiked and unspiked) were analyzed by the SCGD system in increasing analyte concentration in order to avoid issues caused by analyte carryover between samples. The SCGD was allowed to stabilize for 2 min prior to data acquisition. The monochromator scan speed was 200 nm min$^{-1}$ and the data-sampling rate was 20 points per nanometer. Under these conditions, the integration time was 0.015 s. The digestion solutions were also measured using a Vista AX ICP-AES spectrometer with an axially viewed configuration (Varian, USA), and results were compared with the values measured by SCGD-AES.

3. Results and discussion

In this new SCGD system, preliminary studies to optimize several source parameters (electrolyte, flow rate, etc.) were carried out before the method was applied to real samples. These findings, along with other analytical characteristics, are described in more detail below.

3.1. Initial characterization and optimization

The analytical characteristics of the proposed technique were evaluated under preliminary conditions (electrode gap of 3.0 mm, slit width of 50 µm). The background emission spectrum of the SCGD was obtained using a solution of 0.1 M HNO$_3$, as shown in Fig. 2. Similar to most other solution-electrode discharges, the background spectrum was strong in several regions, particularly near the Mg I line at 285.2 nm. The most intense emissions were obtained from OH radicals, atomic hydrogen, atomic and ionic oxygen, and molecular nitrogen. Notably, the plasma was in contact with the tungsten electrode, but no tungsten lines were observed.

In contrast to the spectra obtained with previous SCGDs, the emission of H$_2$ and H$_3$ was particularly strong. Bubbles were observed around the graphite rod during the discharge process. This may explain why the wave lines of H$_2$ and H$_3$ were noticeably increased compared to the earlier studies. In fact, although bubbles were observed in the initial study, they were observed in a chamber that was separate from the discharge region. Even when the graphite rod was placed in the same chamber as the discharge region in the earlier studies, the bubbles were far removed from the plasma, so that they did not obviously affect the discharge.

Fig. 2 Background spectrum (aqueous blank adjusted to pH 1.0 with HNO$_3$) of the SCGD-AES.

3.1.1. Acid selection

Standard solutions of Fe and Pb (10 µg mL$^{-1}$ each) were prepared in three acids, including 0.1 M HNO$_3$, 0.1 M H$_2$SO$_4$, and 0.1 M HCl. The net intensities of Fe and Pb are shown in Fig. 3. The effects of the different acids were determined with the interelectrode gap, solution flow rate, and applied voltage held constant at 3.0 mm, 2.0 mL min$^{-1}$, and 1020 V, respectively.

![Fig. 3 Net intensities of 10 µg mL$^{-1}$ Fe and 10 µg mL$^{-1}$ Pb in 0.1 M HNO$_3$, 0.1 M H$_2$SO$_4$, and 0.1 M HCl. The solution flow rate, interelectrode gap, and discharge potential were held at 2.0 mL min$^{-1}$, 3.0 mm, and 1020 V, respectively.](image)

Compared to H$_2$SO$_4$, HNO$_3$ and HCl exhibited higher net intensities for Fe and Pb. HNO$_3$ is a better electrolyte for the...
detection of Pb, but HCl is more suitable for the detection of Fe. In our subsequent experiment, nitric acid was used for the preparation of the electrolyte solution. This is because nitric acid was more chemical compatibility for the determination of Ag in titanium dioxide samples, compared to the hydrochloric acid.

3.1.2. pH optimization

It is well known that SCGD/ELCAD is influenced by solution pH. During our experiments, it was found that the SCGD discharge strongly depended on the solution pH (adjusted with HNO₃). Figure 4 shows the effect of pH on the net emission intensities for Fe and Pb, which were determined from deionized water samples containing 10 μg mL⁻¹ of Fe and Pb and detected at 248.32 and 405.78 nm, respectively. The net emission intensities increase as the pH increases from 0.6 to about 1.0, and they decreased as the pH increased from 1.0 to 1.6. The highest intensities for Pb and Fe were observed at pH 1.0. Notably, no other SCGD/ELCAD studies revealed decreased emissions at very low pH values. Below pH 0.6, the plasma is unstable, and above pH 1.6, the intensities were weaker. Therefore, it was determined that a stable plasma could be obtained between pH 0.6 and 1.6 and the highest Fe and Pb intensities could be obtained at pH 1.0. A similar trend was found for drop-spark discharges, which bear some similarities to ELCAD/SCGD.⁴⁰

![Graph showing the effect of acidity on the emission intensity for Fe and Pb.](Image)

**Fig. 4.** The effect of acidity on the emission intensity for Fe and Pb. The solutions contained Fe or Pb (10 μg mL⁻¹) in HNO₃ at different pH. The solution flow rate and interelectrode gap were 2.0 mL min⁻¹ and 3.0 mm, respectively. Emission lines: Fe (248.32 nm), Pb (405.78 nm).

3.1.3. Effect of applied voltage and solution flow rate

Based on the initial study, solutions of Fe and Pb (1.0 μg mL⁻¹) and the aqueous blank adjusted to pH 1.0 with HNO₃ were chosen as test samples to further investigate the characteristics of the SCGD system. To optimize emission signals and detection limits (DLs), the effects of the voltage and sample introduction flow rate on the Fe and Pb emission intensities were evaluated. The DL was defined according to the formula DL = 3SD × k⁻¹, where SD is the standard deviation corresponding to 11 measurements of the blank samples and k is the slope of the calibration graph obtained from two points (solutions of Fe or Pb (1.0 μg mL⁻¹) and the aqueous blank adjusted to pH 1.0 with HNO₃). Multiple readings for each analyte solution and the acid blank solution were recorded. For the optimization studies, minimum DLs were designated as the analytical parameters to be evaluated.

**Optimization of applied voltage** An aqueous standard solution containing 1 μg mL⁻¹ of Fe and Pb was used as a test sample to optimize the discharge performance of the SCGD system. First, a suitable applied potential was determined (Fig. 5a). In this test, the interelectrode gap was maintained at 3.0 mm and the solution flow rate was 2.0 mL min⁻¹. A continuous decrease in the DLs of Fe and Pb with voltages between 960 to 1060 V was found. However, the DLs began to level off at potentials ranging from 1060 to 1100 V. Minimal DLs were obtained at an applied potential of 1060 V (current, 67 mA; power, 71 W). Thus, an applied potential of 1060 V was used in the subsequent experiments.

**Effect of solution flow rate** With the electrode gap and applied voltage held constant at 3.0 mm and 1060 V, respectively, the influence of the sample-solution flow rate on the system performance was examined. The DLs decreased slightly with flow rates ranging from 1.4 to 2.0 mL min⁻¹, and subsequently increased slightly at flows ranging from 2.0 to 2.9 mL min⁻¹ (Fig. 5b). The initial decrease in DLs with increasing flow rate may be attributed to the increasing amount of analyte entering the discharge. The slightly lower DLs at higher flow rates may be a consequence of additional water loading, which could reduce the energy in the discharge and minimize the effects of flow on the discharge gap. Because emissions were highest at 2.0 mL min⁻¹, this flow rate was chosen for subsequent experiments.

![Graph showing the optimization of applied voltage and solution flow rate.](Image)

**Fig. 5.** Optimization of applied voltage (a) and solution flow rate (b). The electrode gap was held constant at 3.0 mm. Emission lines: Fe (248.32 nm), Pb (405.78 nm)

3.2. Analytical performance of modified SCGD design
The detection limits of Ag, Ca, Cu, Fe, K, Li, Mg, Na, and Pb by SCGD-AES are listed in Table 1. The DL is defined according to the formula DL = 3SD × k⁻¹, where SD is the standard deviation corresponding to 11 measurements of the blank samples and k is the slope of the calibration graph obtained from two points ((solutions of analyte (1.0 µg mL⁻¹) and the aqueous blank adjusted to pH 1.0 with HNO₃)). For comparison, the DLs from direct-current atmospheric-pressure glow discharge (dc-APGD), the earlier SCGD, ELCAD, and ICP-AES studies are also listed. Our instrument performed well compared to previously reported methods. The new SCGD cell design afforded almost the same DLs as those obtained in Webb’s earlier SCGD work (essentially the best values reported to date). The advantages of the new design are the instrument’s portability and rapid achievement of stability. The DLs for Li, Na, and K by SCGD-AES are much better than those obtained by ICP-AES, which highlights the potential of SCGD-AES as an alternative to ICP-AES in some instances.

### Table 1 Comparison of detection limits (ng mL⁻¹) between present work and earlier studies

<table>
<thead>
<tr>
<th>Element</th>
<th>Present Work</th>
<th>dc-APGD</th>
<th>SCGD</th>
<th>ELCAD</th>
<th>ICP-AES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>0.4</td>
<td>--</td>
<td>0.3</td>
<td>--</td>
<td>1</td>
</tr>
<tr>
<td>Ca</td>
<td>11</td>
<td>40</td>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Cu</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Fe</td>
<td>26</td>
<td>180</td>
<td>10</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>K</td>
<td>0.2</td>
<td>1.2</td>
<td></td>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td>Li</td>
<td>0.08</td>
<td>0.3</td>
<td>0.06</td>
<td>--</td>
<td>0.3</td>
</tr>
<tr>
<td>Mg</td>
<td>0.2</td>
<td>1.0</td>
<td>0.2</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Na</td>
<td>0.08</td>
<td>1</td>
<td>0.1</td>
<td>--</td>
<td>0.3</td>
</tr>
<tr>
<td>Pb</td>
<td>10</td>
<td>120</td>
<td>6</td>
<td>10</td>
<td>7</td>
</tr>
</tbody>
</table>

*Values obtained with the modified design.

### 3.3. Optimization of TiO₂ matrix tolerance for SCGD source stability

The concentration of the matrix usually has an effect on the accuracy of the determination in ICP-AES. It is not surprising that the matrix concentration may also affect determinations carried out by SCGD-AES. The most important effect of the matrix is signal suppression, although it may result in signal enhancement or instability. In our initial experiment, the TiO₂ matrix suppressed the signals of metal impurities to a certain degree. Thus, to determine the metal impurities in TiO₂, the matrix tolerance must be established. Among the impurities, Pb and Fe, components of the TiO₂ sample, were selected for signal measurement. For the TiO₂ sample, a solution matrix (20 mg mL⁻¹) was first digested and then adjusted to pH 1.0. Solutions of different matrix concentrations (1, 2, 5, 10, and 15 mg mL⁻¹) were prepared by diluting the initial solution with 0.1 M HNO₃. The intensities of Pb and Fe in the TiO₂ solutions were monitored by SCGD-AES at the spectral lines of Pb I (405.78 nm) and Fe I (248.32 nm). The net signal intensities of the solutions containing different matrix concentrations are shown in Fig. 6. The net intensities did not vary in direct proportion to the matrix concentration, which suggests partial signal suppression. However, the percentage relative standard deviation values of the Pb and Fe signals did not change as much as the matrix concentrations increased. This means that the TiO₂ matrix did not noticeably affect the stability. The net signal for the matrix at 15 mg mL⁻¹ was less than that at 10 mg mL⁻¹. However, below 10 mg mL⁻¹, the net signals showed a certain linearity as the matrix concentration increased. To accurately determine the net signals for metal impurities in TiO₂, a matrix concentration of 10 mg mL⁻¹ was used in the following experiments and was considered the TiO₂ matrix tolerance of the SCGD source.

### 3.4. Determination of elemental impurities in TiO₂ powders

In the aforementioned experiment, we knew that matrix interference in the determination of metal impurities in TiO₂ typically appears as the suppression of emission intensity. This meant that the standard curve method would not be applicable in the determination of metal impurities in TiO₂. Hence, the standard addition method was used in the SCGD-AES and ICP-AES analyses.

A set of standard addition solutions with a matrix concentration of digested TiO₂ of 10 mg mL⁻¹ was prepared in 0.1 M HNO₃. The corresponding blank solution was prepared in the same way. Two samples and TiO₂ NIST 154c were examined by SCGD-AES and ICP-AES. The samples were introduced into the SCGD cell at a flow rate of 2 mL min⁻¹ and the emission signals for the trace elements were recorded. For Ag, Ca, Cu, Fe, K, Li, Mg, Na, and Pb, detection wavelengths of 328.06, 422.67, 324.75, 248.32, 766.49, 670.78, 285.21, 589.59, and 405.78 nm were used, respectively, for SCGD-AES. Many of the same wavelengths were used for ICP-AES with the exception of Fe, Mg, and Pb. For Fe, Mg, and Pb, more sensitive wavelengths and ion lines at 238.2, 279.6, and 220.4 nm were used, respectively. The results are listed in Tables 2 and 3. Pb, shown in Table 3, will be discussed in detail subsequently.

Spectral interference in ICP-AES influences the determination of many elements and often leads to worse DLs or precludes use of the optimal spectral line. When impurity
concentrations are near the DL, the values obtained by ICP-AES are sometimes inaccurate. Additionally, the high matrix concentration of Ti increases the background signal and deteriorates the DLs. As the excitation temperature (measured using iron) in SCGD-AES is about 5000 K, most of the monitored spectral lines are atom lines, and most ion lines cannot be observed in the determination. Although the ion lines of Mg and a few other elements could be observed when highly concentrated standard solutions were used, the ion emission intensities were much lower than the atom lines. The optical emission spectrum has relatively few lines in SCGD-AES and there is little spectral interference from TiO2 during element monitoring, which facilitates the determinations and enhances their accuracy. For example, the spectral lines at 328.068 and 338.289 nm, which are typically used in the determination of Ag by ICP-AES, are influenced by those of Ti at 327.999 and 338.377 nm; hence, the DL in ICP-AES is much worse for Ag. Because Ti spectral lines are not excited by SCGD-AES, the optimal line at 328.06 nm could be used in the determination of Ag. For the TiO2 powders, the values obtained by SCGD-AES agree well with those obtained by ICP-AES. For the determination of elements in the standard TiO2 NIST 154c, the values obtained by SCGD-AES and ICP-AES were close to the certified values, which indicated the reliability of SCGD-AES for this application. Li could not be detected in several samples due to its very low concentration. However, the DL of Li in SCGD-AES was much better than that by ICP-AES. Similarly, Pb could not be directly detected in the TiO2 NIST 154c sample by either SCGD-AES or ICP-AES because of its low concentration.

### Table 2 Comparison of SCGD-AES values (µg g$^{-1}$) with ICP-AES in TiO2 powders (mean value ± SD (n = 5)).

<table>
<thead>
<tr>
<th>Element</th>
<th>TiO2-1</th>
<th>TiO2-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>8 ± 0.6</td>
<td>12 ± 0.5</td>
</tr>
<tr>
<td>Ca</td>
<td>10 ± 1</td>
<td>12 ± 0.9</td>
</tr>
<tr>
<td>Cu</td>
<td>5 ± 0.3</td>
<td>8 ± 0.4</td>
</tr>
<tr>
<td>Fe</td>
<td>38 ± 2</td>
<td>38 ± 3</td>
</tr>
<tr>
<td>K</td>
<td>2128 ± 142</td>
<td>1953 ± 135</td>
</tr>
<tr>
<td>Li</td>
<td>&lt; 0.1</td>
<td>&lt; 0.008</td>
</tr>
<tr>
<td>Mg</td>
<td>11 ± 0.7</td>
<td>12 ± 0.5</td>
</tr>
<tr>
<td>Na</td>
<td>16 ± 1</td>
<td>18 ± 1</td>
</tr>
<tr>
<td>Pb</td>
<td>25 ± 1</td>
<td>24 ± 1</td>
</tr>
</tbody>
</table>

### Table 3 Comparison of SCGD-AES and ICP-AES values (µg g$^{-1}$) with the certified values in TiO2 NIST 154c (mean value ± SD (n = 5)).

<table>
<thead>
<tr>
<th>Element</th>
<th>ICP-AES</th>
<th>SCGD-AES</th>
<th>Certified value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>32 ± 2</td>
<td>30 ± 2</td>
<td>29</td>
</tr>
<tr>
<td>Ca</td>
<td>74 ± 5</td>
<td>72 ± 4</td>
<td>75</td>
</tr>
<tr>
<td>Cu</td>
<td>12 ± 1</td>
<td>11 ± 1</td>
<td>14</td>
</tr>
<tr>
<td>Fe</td>
<td>107 ± 9</td>
<td>113 ± 7</td>
<td>100</td>
</tr>
<tr>
<td>K</td>
<td>32 ± 2</td>
<td>31 ± 2</td>
<td>31</td>
</tr>
<tr>
<td>Li</td>
<td>1.1 ± 0.1</td>
<td>1.0 ± 0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Mg</td>
<td>16 ± 1</td>
<td>18 ± 2</td>
<td>17</td>
</tr>
<tr>
<td>Na</td>
<td>227 ± 18</td>
<td>238 ± 24</td>
<td>220</td>
</tr>
<tr>
<td>Pb</td>
<td>&lt; 3</td>
<td>0.9 ± 0.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

The values of Pb obtained in SCGD-AES is measured with the enhancement of formic acid (3%, v/v).

3.5. Study of SCGD-AES sensitivity enhancement for Pb

Although the signals were suppressed, the net intensities of most elements of interest could be recorded with the exception of Pb; its low concentration in TiO2 NIST 154c precluded its direct detection. The quantification of Pb in TiO2 is a significant problem that can be solved by improving the sensitivity of the method. Formic acid was shown to enhance sensitivity for Pb in earlier studies, and other reagents such as cetyltrimethylammonium chloride, Triton X-405, and CH$_3$COOH have been similarly applied for other elements. As HCOOH improved sensitivity toward Pb, HCOOH and its homologue CH$_3$COOH were chosen to enhance Pb sensitivity in the following studies.

![Fig. 7 Variation of net signal of element Pb with different volume ratios of formic acid and acetic acid.](image)

Solutions of Pb (1 µg mL$^{-1}$) with different formic acid contents (0, 1, 2, 3, 4, and 5 vol%) in 0.1 M HNO$_3$ and the corresponding blank solutions were prepared. Solutions using acetic acid were prepared in a similar fashion. The addition of formic acid enhanced the emission intensities dramatically, and the best enhancement was acquired when the formic acid content was 3 vol%. In contrast, the emission intensities did not change significantly with the solutions containing acetic acid. With the formic acid enhancement, the best Pb detection limit was 2 ng mL$^{-1}$, which was far below the concentration of Pb in the digested solutions of TiO2 NIST-154c. Enhancement by acetic acid was not obvious for the standard or the corresponding blank solutions. The Pb detection limit was improved 6.5 times in the presence of 3 vol% formic acid over that in its absence. Thus, the addition of formic acid was confirmed as an effective method to enhance the detection of Pb. With this approach, the Pb content in TiO2 NIST 154c could be detected accurately, giving a value that was in accord with the certified value. The Pb concentration was so low that it could not be detected by ICP-AES. The Pb value shown in Tables 3 was obtained in the presence of 3 vol% formic acid.

The mechanism behind the Pb signal enhancement is not clearly understood. In earlier studies, different reagents were
used to enhance the emission intensities of many elements, and
the mechanism was variously explained. Some believed that the effects are related to changes in the solution
characteristics, such as surface tension. As the sputtering
of dissolved metal ions from the surface of an electrolyte
solution may be enhanced by a reduction of surface tension, the
sample introduction efficiency may be improved. At the same
time, changes in the excitation temperature, ion density, and
other discharge characteristics may enhance the emission
intensity observed from the plasma discharge. Notably, the
background did not obviously change. As the background
fluctuation was similar to that without the addition of formic
acid and the sensitivity improved after the addition of formic
acid, the DL improved from 13 ng mL$^{-1}$ to 2 ng mL$^{-1}$. The
addition of acetic acid may not obviously change the properties,
thus accounting for its poor performance in the enhancement of
the emission intensity of Pb. Further exploration of these ideas
will be reported in due course.

3.6. Limits of detection for TiO$_2$ powders determination

Although the background spectrum did not change
significantly, the actual DLs worsened to some degree for many
elements when monitored in TiO$_2$ powders, primarily because
the emission intensities were suppressed when the matrix
concentration was not low enough. The matrix concentration
used in this study (10 mg mL$^{-1}$) avoided over dilution of the
monitored elements and did not excessively suppress their
emission intensities. The DLs did not change significantly for
most elements, and the DLs for all monitored elements were
not more than twice those without the TiO$_2$ matrix. Thus, the
DLs for Ag, Ca, Cu, Fe, K, Li, Mg, Na, and Pb in the TiO$_2$
powders were 0.08, 2, 2, 5, 0.04, 0.02, 0.04, 0.02, and 0.4 µg
g$^{-1}$, respectively.

4. Conclusions

The modified SCGD design showed good performance with
low limits of detection, and has greater portability as compared
to earlier SCGD or ELCAD instruments. With the addition of
formic acid (3 vol%), the Pb DL was improved to 2 ng mL$^{-1}$,
which was much lower than the DL without the additive.

SCGD-AES is a useful method for the determination of
metal impurities in TiO$_2$, as it has a much lower power usage
and does not require noble gases. It exhibits less spectral
interference than ICP-AES. By comparing the values obtained
in SCGD-AES with the certified values for TiO$_2$ NIST-154c,
the determinations of trace levels of Ag, Ca, Cu, Fe, K, Li, Mg,
Na, and Pb in TiO$_2$ were proven to be accurate and reliable. The
SCGD-AES analytical method was shown to be a viable
alternative for the determination of elements in a complex
sample matrix, and it showed good potential for the measurement of trace levels of metal impurities in other
ceramics materials.
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