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Insight box statement:
The components of living cells interact with each other forming biological networks. The topology of a biological network determines to a large extent its dynamic properties and modes of operation. The controllability of a transcriptional regulatory network can be interpreted as the ability of the cell to control the expression of genes based on control by some transcription factors responding to environmental cues. Here we show that the controllability is a function of the topology and the complexity of the system. Internal loops in the network increase the controllability, but it may cause instability of the system. Thus, there seems to be a trade-off between controllability and stability of regulatory networks.
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Abstract:
Transcriptional regulation is the most committed type of regulation in living cells where transcription factors (TFs) control the expression of their target genes and TF expression is controlled by other TFs forming complex transcriptional regulatory networks that can be highly interconnected.

Here we analyze the topology and organization of nine transcriptional regulatory networks for E.coli, yeast, mouse and human, and we evaluate how the structure of these networks influences two of their key properties, namely controllability and stability. We calculate the controllability for each network as a measure of the organization and interconnectivity of the network. We find that the number of driver nodes $n_D$ needed to control the whole network is 64% of the TFs in the E.coli transcriptional regulatory network in contrast to only 17% for the yeast network, 4% for the mouse network and 8% for the human network. The high controllability (low number of drivers needed to control the system) in yeast, mouse and human is due to the presence of internal loops in their regulatory networks where the TFs regulate each other in a circular fashion. We refer to these internal loops as circular control motifs (CCM). The E.coli transcriptional regulatory network, which does not have any CCMs, shows a hierarchical structure of the transcriptional regulatory network in contrast to the eukaryal networks. The presence of CCMs also has influence on the stability of these networks, as the presence of cycles can be associated with potential unstable steady-states.
where even small changes in binding affinities can cause dramatic rearrangements of the state of the network.

**Introduction**

The number of biological network reconstructions for model organisms like *S. cerevisiae* and *E. coli* has increased dramatically during recent years and include many types of networks, e.g. signaling networks, protein interaction networks and metabolic networks. For the model organisms *S. cerevisiae* and *E. coli* there is a compendium of genome-scale metabolic network reconstructions (GENREs) and genome-scale metabolic models (GEMs) available, which have been used and applied for several different purposes. Even though these models have shown excellent capabilities in predicting different phenotypes, they do have limitations and false predictions is generally due to missing information about regulation of the metabolism. Attempts to incorporate transcriptional regulation of the metabolic genes into FBA simulations have been done both for *E. coli* and *S. cerevisiae*. Transcriptional regulation is condition dependent in the sense that most transcription factors (TFs) bind and recognize specific sequence motifs and a majority of TFs appear to regulate transcription only at specific growth conditions or under specific environmental perturbations. By integrating information about transcriptional regulation to the genome-scale metabolic models we would improve the ability of the model to predict a phenotype from a given genotype. In order to be able to incorporate regulatory information in the models we need to understand more about the organization and structure of transcriptional regulatory networks, as well as how the network behaves under different conditions. The organization of transcriptional regulatory networks has also an impact on the genotype to phenotype relationship in complex diseases as reviewed by Vidal et al.

The first step towards understanding the regulation of biological processes on a global (i.e. genomic) scale is to reconstruct the transcriptional regulatory network (TRN). For *S. cerevisiae*, TF-DNA interactions have been characterized by ChIP-chip experiments and then been used to construct the yeast TRN. In order to model the transcriptional regulation different approaches have been taken. The TRN can be represented as a Boolean model where the TFs are either on or off (1 or 0) based on the activity of other transcription factors and environmental factors. The Boolean modeling approach is implemented in the rFBA framework where the states of the metabolic genes depend on the states of the controlling TFs. Another approach is probabilistic regulation of metabolism (PROM) where
the probability of TF regulation can be estimated for each TF-target gene pair by counting if the TF and the target gene are expressed in a large number of transcriptome experiments, e.g. microarrays. The PROM method does not use Boolean logic to describe the probability of TF binding; instead the probability is continuous between 0 and 1. However it requires setting a threshold value for a gene to be expressed or not in order to estimate the probabilities of TF binding.

Human and mouse transcriptional regulation is even more complex than for E. coli and yeast. The human ENCODE project\textsuperscript{14} aims to characterize and map functional elements of the human genome, including cis-regulatory elements and non-coding RNAs etc. Two databases, Cscan\textsuperscript{15} and Chip Enrichment Analysis (ChEA)\textsuperscript{16} have re-analyzed part of the ChIP-seq data from the ENCODE project and from other publications for human and mouse.

Here we constructed nine different transcriptional regulatory networks from different ChIP-chip and ChIP-seq experiments for E. coli, S. cerevisiae, human and mouse. These networks were analyzed in terms of organization, topology and network structure in order to get increased understanding about the transcriptional regulation in these organisms, and how the TRN architecture differs between different species. In order to do this we analyzed each of the networks in terms of network controllability\textsuperscript{17} and stability, and calculated how many driver nodes are needed to control the system. For S. cerevisiae we also identified TFs that respond to environmental cues by analyzing microarray data from several chemostat studies where the environment was tightly controlled. By controlling the TFs that respond to the environment and calculate how many other TFs in the network that also can be controlled we obtained an understanding of the condition-specific behavior of the yeast transcriptional regulatory network.

\textbf{Materials and methods}

\textbf{Generating TF-TF regulatory networks}

The nine transcriptional regulatory networks used in this study were derived using different ChIP-chip and ChIP-seq datasets as a starting point. The three S. cerevisiae networks were derived from the Yeastract database 2011-10\textsuperscript{18}, the Harbison TF-DNA interaction data with binding p-value < 0.001 and with binding p-value <0.005\textsuperscript{9}. The TRN from Yeastract includes TF-gene interactions both with direct evidence (ChIP-chip) and indirect evidence (the gene was transcriptionally changed in a TF knockout). The E. coli transcriptional regulatory
network was derived from the *E.coli* Regulon DB version 8.2. For mouse and human TF-gene interactions were collected from the Chip enrichment analysis database (ChEA). Version 1 of the ChEA database was downloaded from http://amp.pharm.mssm.edu/chea in October 2013. Version 2 of the database was downloaded from http://amp.pharm.mssm.edu/ChEA2/ in November 2013. For human we also downloaded TF-gene interactions from the Cscan database. For the controllability analysis we considered only TF-TF interactions, so all non-TF genes were filtered out. For visualization of the networks we used Cytoscape version 3.0.1. The hierarchical structures of the networks were obtained by choosing the Hierarchical layout view in Cytoscape. The simulated scale-free and random networks were constructed using the igraph R-package using the Barabasi-Albert and Erdos-Renyi models for network growth. The simulated networks all had 100 nodes and a varying number of edges to simulate networks with different average degree.

**Controllability analysis**

The concept of controllability of complex networks was introduced by Liu et al. 2011. The number of driver nodes $n_D$ is defined as the minimum number of nodes that need to be controlled as input to the system to control 100% of the network. This number is obtained from the maximum number of matched nodes in the network when solving the controllability equation. The maximum matching path is defined in Liu et al. 2011 as the maximum set of links in the networks that do not share start or end nodes, i.e. one path that can control all output nodes from all input nodes. Here we used linear programming to retrieve the number of maximum matching nodes. First, the TF-TF interaction network was converted to an $n \times m$ matrix, $A$, where the $n$ rows represents TF nodes and the $m$ columns represent TF-TF interactions (connections). A connection has the value 1 for the TFs that are connected and 0 for the TFs that are not involved in this connection. The following linear program was applied to obtain the maximum matching path, i.e. the longest non-overlapping path in the network, connecting the input nodes with the output nodes:

Maximize: $\sum_{i=1}^{m} x_i$

Subject to: $Ax = b$, $x_i \in \{0,1\}$ for $i=1,2,...,m$ (1)

Where $x_1, x_2, ... x_m$ are the TF-TF interactions (connections) in the network and $b$ is the vector of input signals which is set to 1 for one of the nodes and 0 for all other nodes in the network. The maximal number of controlled TFs, $n_c$, is calculated as the number of nodes (TFs) that are included in the maximum matching path. The network was constructed and analyzed using...
the Raven toolbox for Matlab\textsuperscript{23}. We used the Raven function \textit{getAllSubGraphs()} to calculate the number of internal loops (circular control motifs) and remove the loops that was not covered in the maximum matching paths, i.e. loops without any input or output nodes.

**Integrated analysis of transcriptome data**

The raw data files (CEL-files) for the selected microarray studies\textsuperscript{24-35} were downloaded from Gene expression omnibus (GEO) and ArrayExpress using the accession numbers given in the papers. All 233 microarrays used the Affymetrix yeast 98 platform which made it possible to normalize all data together. The data were normalized in R using Plier normalization with only perfect match probes. Metadata for each experiment were collected and used to construct the regression model described in Equation 1. The regression model was implemented in R and ANOVA p-values were calculated for each gene and for each of the coefficients $\beta_1, \ldots, \beta_5$ where the null hypothesis for each gene is that $\beta_i=0$, and the alternative hypothesis is that $\beta_i \neq 0$ for $i=1, \ldots, 5$. The p-values were corrected for multiple testing using Benjamini and Hochbergs method (FDR).

A hypergeometric enrichment test was applied to identify TFs with over-represented significantly changed target genes. The TF-gene interactions were taken from the Yeastract TRN\textsuperscript{18}. For the factors oxygen availability, nutrient limitation (N-limited vs. C-limited) and dilution rate (increasing or decreasing) we performed two enrichment tests for each TF, one for up-regulation of the target genes, and one for down-regulation of the target genes using adj. p<0.05 as cutoff and logFC>0 for up-regulation and logFC<0 for down-regulation. For the factors with more than two levels (carbon source and extra compound) we only performed one test for each TF.

**Results**

**Controllability of transcriptional regulatory networks**

The nine transcriptional regulatory networks (TRNs) that were included in this study are presented in Table 1, including three \textit{S. cerevisiae} TRNs\textsuperscript{9,18}, one \textit{E.coli} network\textsuperscript{19}, two mouse networks\textsuperscript{16} and three human networks\textsuperscript{15,16}. Each of these networks were analyzed in terms of network controllability\textsuperscript{17} and stability. The networks were constructed using ChIP-chip and ChIP-seq datasets as a base and they contain only TF-TF interactions (i.e. non-TF genes were
filtered out). The number of driver nodes $n_D$ is also presented in Table 1, with $n_D$ being defined as the minimum number of input nodes in the network that need to be controlled in order to control 100% of the network\textsuperscript{17}. As an example, by controlling node A in Figure 1a, we can control all three nodes, while we need to control node A, and C to have control over 100% of the TFs in Figure 1b. The example in Figure 1c contains an internal loop which means that 100% of the network can be controlled by controlling any of the nodes A, B or C as input. For a TRN the concept of network controllability corresponds to one or more TFs responding to environmental changes and these TF regulates other TFs by controlling their transcription. The number of driver nodes, $n_D$, was determined from the “maximal matching” graph (see materials and methods). In terms of stability, the system of control in Figure 1a and Figure 1b will always have asymptotically stable steady states, while the TF system in Figure 1c can have either unstable or stable steady states depending on the parameters and the type of regulation (activation or repression). For each network we studied how controllability and stability are related to its topology (random or scale-free) and its average degree, i.e. the average number of connections each TF has to other TFs in the network.

**TRNs show circular control motifs**

Error! Reference source not found. shows the number of driver nodes $n_D$ as a measure of controllability of the nine different TRNs. For the Yeast network only 17% of the TFs need to be controlled in order to control all the other TFs. This large controllability is due to a large internal loop in the network containing 78% of the TFs where all the TFs in the loop are controlling each other in a circular fashion. We call this internal loop a circular control motif (CCM) and an example of a CCM can be found in Figure 1c where node A controls node B, node B controls node C and node C control node A in a circular manner. In terms of controllability this means that all the TFs in the loop can be controlled regardless which of the nodes is externally controlled. For the Harbison networks $n_D$ is 37% of the TFs for the p<0.005 network and 48% for the p<0.001 network (these p-values indicate measure the statistical evidence of the interactions included in the network). We see the same trend in these networks; a CCM contains around 36% and 19% of the nodes in these two networks, respectively. For the *E.coli* network derived from Regulon DB, which has a $n_D$ of 64%, we cannot find any large circular control network motif, and it is only possible to control a maximum of 6% of the nodes by controlling a single input node. For the mouse networks $n_D$ is 4% and 5% for the Chea v.1 and Chea v.2 networks, respectively, whereas $n_D$ is 24%, 8%
and 54% for the three Human networks. The number of nodes belonging to the CCM for the different networks is presented in Supplementary table 1.

**Controllability of simulated networks**

In order to test if the circular control motif (i.e. TFs controlling each other in a circular manner) in yeast, mouse and human, but not in *E.coli*, has evolved as a result of higher connectivity and higher average degree in these networks we simulated random Erdos-Renyi networks \(^{22}\) with different average degree and scale-free Barabasi-Albert networks \(^{21}\) with various average degree. The controllability for random Erdos-Renyi networks, when controlling one input node is dependent on the average degree of the network and for the simulated random networks with average degree 10 or higher we only need to control 1 TF as input (approx. 1%) to control 100% of the network (Figure 2). However, for the simulated scale-free networks the controllability is less dependent on the average degree of the network.

The \(n_D\) for the scale-free network decreases slightly when increasing the average degree but does not exceed 44% for the simulated networks. In Figure 2 we have also plotted the number of driver nodes \(n_D\) as a function of the average network degree for the seven real networks included in this study. For the three *S.cerevisiae* networks the trend is that the networks with higher average degree also have lower \(n_D\). The Yeastact network for example has an average degree of 18.28 and a \(n_D\) of 17%. The two mouse networks also have high average degrees and low \(n_D\).

**Stability analysis of transcriptional regulatory networks**

To illustrate the stability of a TRN we will consider a simple network with 3 TFs. For each of these TFs we let \(n_i\) denote the number of copies of the \(i\)'th transcription factor in the network and \(r_i\) denote the rate of production of the TF. Assuming that the \(i\)'th TF does not regulate its own transcription the time evolution of \(n_i\) can be described by the equation

\[
\frac{dn_i}{dt} = r_i - \delta_i n_i
\]

where \(\delta_i\) is the specific degradation rate of the \(i\)'th TF. The rate \(r_i\) can be seen as a function of the abundances of all TFs that are regulating the transcription of the \(i\)'th TF in the regulatory network.

The differential matrix of the system can be expressed as

\[
D = \frac{\partial r}{\partial \tilde{n}} - \Delta
\]

where \(\partial r / \partial \tilde{n}\) is the Jacobean matrix for the transcription rates and \(\Delta\) is a diagonal matrix with the specific degradation rates \(\delta\). To perform a stability analysis of the system we can calculate the
eigenvectors and eigenvalues of the differential matrix $D$, in the neighborhood of a steady state point. For the example for the network in Figure 1a the topological differential matrix will be:

$$D = \begin{pmatrix}
-\delta_A & \frac{\partial r_B}{\partial n_A} & 0 \\
0 & -\delta_B & \frac{\partial r_C}{\partial n_B} \\
0 & 0 & -\delta_C
\end{pmatrix}$$

Note that we have inserted zeros in the matrix for the instances where we do not have an edge in the regulatory network, e.g. TF C is not directly controlled by TF A so $\frac{\partial r_C}{\partial n_A} = 0$, etc. The Eigenvalues of this matrix is obtained by solving the equation $\det(D-\lambda I)=0$ and thus the eigenvalues for the network in Figure 1a becomes $\lambda_1 = -\delta_A$, $\lambda_2 = -\delta_B$, $\lambda_3 = -\delta_C$. If we assume that the degradation rates $\delta_A$, $\delta_B$ and $\delta_C$ will be positive, all eigenvalues for the system will be negative, independent on the parameters and type of regulation, but clearly dependent only on the topological structure of the network. The fact that we will always have negative eigenvalues implicates that the system in example 1A will always be stable. Also for the example in figure 1B the eigenvalues will be $\lambda_1 = -\delta_A$, $\lambda_2 = -\delta_B$, $\lambda_3 = -\delta_C$, and this network is therefore also stable. For the example in Figure 1c the eigenvalues of the system will be a function of $\frac{\partial r_B}{\partial n_A}$, $\frac{\partial r_C}{\partial n_B}$ and $\frac{\partial r_A}{\partial n_C}$ and they can be either positive or negative depending on the parameters and the type of regulation. If all (real parts of the) eigenvalues are negative, the system will be stable, but if one or more of the real parts of the eigenvalues are positive, the system will be unstable. A more general derivation of this concept called topological stability analysis and another example with three transcription factors is presented in Electronic supplementary information (ESI) and Supplementary figure S1. This approach can be applied for a general network to calculate the supports of the eigenvectors (components with non-zero values) of the Jacobean matrix of the system, as a function only of the topology and regardless of the system parameters.

Hierarchical structure of the TRNs

The hierarchical structure of both the $E.coli$ and $S.cerevisiae$ transcriptional regulatory network has previously been reported$^{36,37}$. However, Figure 3a and b shows that the TRN for $E.coli$ is more hierarchical than yeast when it comes to regulation. The $E.coli$ regulation is controlled by cRP at the top of the hierarchical tree (Figure 3b), whereas for yeast there are
many TFs on the top hierarchical level (SWI6, MBP1, FKH2, FKH1, ABF1, NRG1, INO4 and SKN7) (Figure 3a). Another difference between the E. coli and yeast network structure is the presence of the large circular control motif (CCM) in the yeast network where some of the TFs in this internal loop are even present in the top hierarchical level (ABF1 and MBP1).

Figure 3c shows the human network (ChEA v.2) ordered in a hierarchical way, where four TFs are on top of the hierarchical structure (TP63, SOX2, AR, GABP). However, since 87% of the TFs in this network are part of the CCM this means that by controlling one of the top nodes, 87% of the network can be controlled. The TFs included in the CCM are marked in green in Figure 3c. Figure 3d shows the same hierarchical structure for the mouse (ChEA v.2) network and here is 92% of the TFs are part of the CCM.

Integrated analysis reveals condition-specific regulation in yeast

In order to identify TFs that respond to specific environmental cues that can represent input nodes in the network controllability analysis we analyzed transcriptome data from 233 yeast microarrays collected from 11 separate studies24-35. The experiments were all carried out in chemostat cultures where the environment could be tightly controlled, i.e. the specific growth rate, oxygen availability, carbon source etc. The data were analyzed using a regression model in order to describe the expression of each gene in terms of the effect of the environment. The environmental factors included in the regression model are presented in Error! Reference source not found. We were specifically interested in determination of the TFs that respond to these environmental factors. To identify condition-specific transcriptional regulation we considered three different features: i) TFs whose target genes are up- or down-regulated under different conditions, ii) TFs that do not change in expression between conditions and iii) TFs that are reported in literature to respond to a specific environmental cue.

For each environmental factor in Error! Reference source not found. we determined the genes where the environmental factor had a significant effect on the gene expression (adjusted p-value <0.05). We then performed a hypergeometric enrichment test for each TF in order to identify the TFs where the expression of the target genes was influenced by the environment. The target genes for each TF were defined by the TRN from Yeastract. The results for the
hypergeometric enrichment test for the factors oxygen availability, nutrient limitation and
dilution rate and carbon source are presented in Supplementary Figure S2 and Table S2.

Figure 4 shows a comparison of feature i) and ii) above, i.e. the ability of the TF to change the
expression of the target genes and the transcriptional change of the TF itself. The genes
marked with red in the four plots are the TFs where the adj. p-value of the TF gene itself > 0.8
and the p-value of the hypergeometric test (transcriptional change of the target genes) < 0.05,
i.e. TFs that don’t change in expression themselves but their target genes are significantly
regulated as a function of the environmental factor. These TFs must be regulated in another
way as a response to the environment, either by activation through signaling or through
interaction with other TFs. In response to oxygen availability these transcription factors are
HAA1 and FKH2, to nutrient limitation MOT3, and to altered specific growth rate (dilution
rate) the TFs are PHO4, FKH2 and MGA1, and in response to changes in carbon source they
are OAF1 and CST6.

We calculated the controllability of the network when controlling the TFs that were identified
to respond to the environment in the TRN from Yeastact. When we control the nodes marked
with red in Figure 4 for each environmental factor it is possible to control between 78-82% of
the network, e.g. when controlling both HAA1 and FKH2 responding to oxygen limitation the
controllability is 81%, 78% for nutrient limitation, 82% for dilution rate and 82% when
controlling OAF1 and CST6 for the carbon source environmental factor.

Discussion
Regulation of cellular processes is complex and may occur on different levels in the cell. Here
we consider transcriptional regulation, which can be thought of as consisting of three different
layers. The first layer is the environment which can be thought of as different environmental
cues, e.g. high or low oxygen levels, carbon or nitrogen limitation etc. The second layer
consists of the transcription factors where some TFs respond to the environment and the TFs
regulate the transcription of other TFs as well as other genes. The third layer consists of genes
which encodes for proteins that carry out different functions in the cell. Here we analyzed the
structure and topology of transcriptional regulatory networks (TRNs) by calculating the
controllability, i.e. how many driver nodes are needed to control the networks.

Understanding the regulation of a cellular system on a global level can have large
implications in for example metabolic engineering where an organism is engineered to
produce high amounts of a chemical of interest\textsuperscript{38,39}. If we have information about the
regulation of metabolism this can help to identify bottlenecks in the route to over-production
of the product of interest. Also, knowledge about the organization of transcriptional regulation
will help in understanding of development of complex diseases and other complex traits.

The controllability analysis of the TRNs for \textit{E.coli}, yeast, human and mouse resulted in
several novel findings. The controllability of the \textit{E. coli} TRN is low, i.e. we need to control as
much as 64\% of the input nodes to be able to control all output nodes, whereas the
controllability for yeast, mouse and human is much higher. The organization of the \textit{E.coli}
TRN is hierarchical in the sense that most of the TFs do not control any other TFs but are
controlled by one or more TFs and the number of TFs that are involved in one route of
regulation from \textit{cRP} on the top hierarchical level to the leaves of the tree is maximum 6 as
can be seen in the \textit{E.coli} hierarchical tree in Figure 3b. For the yeast, mouse and human
networks we identify so called circular control motifs (CCMs) where we can control a large
part of the network just by controlling one input node. The presence of these internal loops in
the networks also means that the hierarchical organization of the network is less prominent
since all nodes in the CCMs can be controlled just by controlling one of the nodes in the loop
as input. For the human and mouse network around 90\% of the network are interconnected
and belongs to CCMs.

From analysis of the simulated networks presented in Figure 2 we can see that for a perfect
scale-free network there are no CCMs, even for networks with a high average degree, since
the corresponding network will follow a hierarchical tree where most of the nodes have a
degree of 1 (i.e. controlled by one TF but not controlling any TFs) and there is one or few
nodes that have a high degree (network hubs). The degree distribution of the scale free
network follows a power law distribution, e.g. \( P(k) \sim k^{-\alpha} \), where the parameter \( \alpha \) typically has
a value between 2 and 3. For the random network the degree distribution is uniformly
distributed, i.e. the chance for having a node with a low degree is approximately equal to the
chance of having a node with a high degree. For simulated random networks a high
connectivity (i.e. average degree > 10) means that one can control 100\% of the network
through a single input node.

The behavior of the \textit{E.coli} network seems to follow the behavior of the simulated scale-free
network based on the controllability analysis and the results presented in Figure 2. We also
investigated the degree distribution of the \textit{E.coli} TRN and the network is scale-free in the
sense that it is possible to fit a power law distribution to the degree distribution (Supplementary figure S1). The mouse and human networks seem to be more random in the way the TFs are interconnected. Also, it is not possible to fit a power law distribution to these networks, which points to the fact that these networks are not scale-free. In the yeast networks the number of nodes with one or two neighbors is much less than expected for a scale-free network, especially for the TRN from Yeasttract. The three different yeast networks included in this study differ in the confidence used to consider if a TF-gene interaction should be included in the network or not. The Harbison network uses either p<0.001 or p<0.005 for the binding probability cutoff from the ChIP-chip experiment. The Harbison p<0.001 network is the most conservative network and also has the lowest average degree. The Yeasttract network is the least conservative yeast network and has the highest number of TF-gene interactions. It is not possible to compare TRNs from the different organisms (and even the different yeast TRNs), since the TRNs were constructed in different ways, with different confidence scores etc. However, still for all the different eukaryal TRNs there is a clear difference in structure and by using the different TRNs we could investigate the controllability of the network as a function of the average degree of the network, and hence also as a function of the confidence of TF binding scores, or how conservative the network construction process has been. The yeast network seems to behave in between the simulated scale-free and random networks, but as we increase the average degree (and become less conservative in what is considered as a TF binding event) the network behaves more random, and the maximum controllability when controlling one input node increases.

Network controllability has earlier been introduced by Liu et al. 17 where they also analyzed many different real networks in terms of controllability, including the yeast and E.coli TRNs. However the networks that were included in this study were different in the way they were constructed and the number of TF-gene interactions that were included. Here we use network controllability as a tool to study the topology and organization of the network and we identify CCMs in the yeast, mouse and human networks, but not in the E.coli network. In terms of evolution and the ability of the organism to adapt to changes in the environment it is interesting to see that the eukaryal TRNs included in this study seem to contain CCMs, but the bacterial TRN does not. Furthermore, based on our analysis it seems like more complex organisms have more random organization of their transcriptional regulatory network.
We find the presence of circular motifs in yeast, mouse and human interesting, as this may improve robustness in the transcriptional regulation when it comes to e.g. adapting to environmental changes.

In terms of stability a linear network motif will always be stable. A circular network motif, like the example presented in Figure 1c, on the other hand can be unstable, but also be more stable depending on the parameters and types of interaction. If two of the interactions in a triangular motif are positive (i.e. activation) and the third interaction is negative (i.e. repression) the steady state of the system will be less sensitive to changes in environmental parameters compared to a linear pathway. However, gene deletions or perturbations might disturb the system and make the steady state unstable, causing a rearrangement of the system similar to a non-equilibrium phase change, if an environmental or genetic parameter passes a certain threshold. A detailed discussion of these phenomena is contained in the supplementary material. According to our observations, more complex organisms contain more potentially unstable steady states of their TRN. This can contribute to a higher capability to maintain homeostasis under environmental changes, but also to sudden rearrangements of the state of the system as a result of mutations. Using the approach of topological stability analysis introduced in this paper we can identify the non-zero elements of the Jacobean matrix and find potentially unstable motifs in the TRN, without knowing the parameters of the system, but only as a function of the topology.

For the yeast TRN we identified TFs that respond to environmental cues by analyzing a large amount of microarray data from different controlled environments. The transcriptional regulation was found to be highly condition-specific and if we could identify condition-specific responses that allowed us to see how the yeast TRN looks under specific conditions or when changing environment from one state to another. This analysis shows that key TFs seem to exert a high degree of controllability in response to different environmental cues, i.e. a few TFs can control a large number of other TFs in the regulatory network.

In conclusion we perform analysis of the topology of TRNs for different species and find that there is an increasing complexity in terms of connectivity and controllability when moving from bacteria to yeast and further to mouse and human. Whereas the TRN for E.coli is scale-free the TRNs for eukaryotes seems to be more random, mainly due to the presence of circular control motifs (CCMs) involving a large number of TFs. These large CCMs enable control of a large fraction of the TRN through control of many single TFs, which may have been
important for establishing increased robustness towards different environmental changes. On the other hand the presence of CCMs can cause instability due to changes in binding affinity for the TFs in the motif, and this may result in large reprogramming of cellular function, e.g. resulting in disease development.
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Figure legends

Figure 1 – Network controllability and stability. Concept of network controllability. (A) To control all three nodes, it is enough to control node A in the left network ($n_D=1$). (B) two driver nodes are needed to control the middle network ($n_D=2$). (C) Since node A, B and C are connected in a circular control motif (CCM) we can choose any of the three nodes as driver node and still have 100% control over the network. In terms of stability network (A) and (B) will always be stable but network (C) can possibly be unstable.

Figure 2 – Controllability when controlling one input node for simulated and real networks. The x-axis shows the average degree of the network and the y-axis shows the controllability (relative amount of driver nodes needed to control 100% of the network).

Figure 3 – Hierarchical structure of the transcriptional regulatory networks. (A) *S.cerevisiae* Harbison network. (B) *E.coli* RegulonDB network (C) Human ChEA v.2 network (D) Mouse ChEA v.2 network

Figure 4 – TFs responding to environment. The x-axis in each plot shows the hyper-geometric p-value for each TF based on the expression of the target genes. A low hyper-geometric p-value indicates that the environmental factor has an effect on the expression of the target genes. The y-axis in each plot shows the adjusted p-value of the TF gene, a high p-value indicates that the gene is not changed in expression as a function of the environmental change. The TFs marked with red have a hyper-geometric p-value for the target genes less than 0.05 and a adjusted p-value for the TF gene greater than 0.8 (A) Oxygen availability. (B) Nutrient limitation. (C) Dilution rate. (D) Carbon source.
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