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Identification of bulk oxide defects in an electrochemical environment

Mira Todorova∗ and Jörg Neugebauer
Max-Planck-Institut für Eisenforschung GmbH, Department for Computational Materials Science,

Max-Planck-Str. 1, D-40237 Düsseldorf, Germany

We discuss how electronic-structure calculations can be used to identify the dominant point defects
that control the growth and dissolution of the oxide barrier layer formed if a metal gets in contact
with a corrosive environment. Using the example of the Zn/ZnO/H2O interface we develop and apply
a theoretical approach that is firmly based on ab initio computed defect formation energies and that
unifies concepts of semiconductor defect chemistry with electrochemical concepts. Employing this
approach we find that the commonly invoked and chemically intuitive defects such as the doubly
negatively charged oxygen vacancy in electrochemically formed ZnO films may not be present.
Rather, hitherto not discussed defects such as the oxygen interstitial or unexpected charge states,
such as the neutral oxygen vacancy, are found. These new defect types will be shown to critically
impact our understanding of fundamental corrosion mechanisms and to provide new insight into
strategies to develop alloys with higher corrosion resistance.
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I. INTRODUCTION

Considering the omnipresent oxidising environment it is hard to believe that metals play such an important role in
our society. What makes the application of these materials possible is the formation of thin oxide layers at the metal
surface, which dramatically enhance their corrosion resistance. Thus, it is not surprising that passivity of metals is a
central topic in corrosion science and that the modelling of oxide growth is a major issue. The growth of the oxide
layer, the dissolution of the oxide film and the precipitation of dissolving species from solution have been identified
as the key phenomena involved in the formation of oxide films [1].
Understanding the stability and growth kinetics of oxide films requires a detailed knowledge of conditions, with

which the metal/oxide/water-system is confronted, i.e., of the involved species and of their transport mechanisms.
Since the appearance of Wagner’s theory [2] on oxide growth considerable effort has been made to understand the
elementary processes and the role of point defects (both vacancies and interstitials) in the growth of oxide films. The
main models are based on this theory [2] and apply to different modes of oxide film growth: the Cabrera-Mott [3]
and the Fehlner-Mott [4] models were developed to treat oxide films formed thermally in air, while the Point Defect
Model [5] (PDM) was developed for electrochemically formed oxide films. Newer models involve explicit atomistic
kinetic Monte Carlo simulations of the oxide growth [6] or try to improve on the description of the interfacial potential
drops [1]. These models are critically reviewed, for example, in Ref. [1].
A central input quantity, essential for all of these models, is the thermodynamic and kinetic behaviour of point

defects. To be more specific, knowing what kind of defects are present in the oxide in appreciable concentrations
for a given electrochemical environment is critical to understand the growth/dissolution of the protective oxide film.
In semiconductor defect chemistry, where essentially identical point defect properties are considered and studied,
quantum-mechanical calculations based on density functional theory (DFT) have evolved into an indispensable tool
to accurately predict the thermodynamic stability and diffusion barriers of neutral and charged point defects in a
wide range of semiconductors, including oxides.
Despite addressing principally identical questions the two research fields of semiconductor defect physics and elec-

trochemistry/corrosion are almost disjoint. In this work we discuss how the information about charged point defects
in oxides, obtained by concepts originally developed by semiconductor physicists, can be used to get a detailed insight
into the type and concentration of defects present in an oxide under corrosive conditions. Our approach is based
on a grand canonical description of all elementary building blocks involved in the reactions, such as various charged
point defects, complexes with extrinsic defects, electrons and holes, and unifies concepts in semiconductor physics and
electrochemistry [7]. Some of its aspects, relevant in the context of the present work, will be briefly recapped in the
next section of this manuscript. Focusing on the Zn/ZnO/H2O system we use these concepts to construct a novel type
of phase diagrams that directly show the dominant defects as well as the stability of the oxide against dissolution. In
section III we discuss how such defect stability phase diagrams can be utilised to identify which point defects will be
important in the context of corrosion and oxide film growth.

II. THEORY

A. Point defects in oxide growth models

Passive films are considered to consist of an inner compact oxide layer and an outer precipitated layer [8]. The
compact layer is supposed to be a native oxide of the material, while the outer layer is assumed to be a mixture of
oxide and hydroxide, as discussed for the case of Zn in Ref. [8]. In this work we focus on the native oxide of Zn, which
is ZnO, and its native defects.
Before discussing which point defects are commonly assumed to control oxide growth, we would like to comment on

our notation, which resembles that used in semiconductor defect chemistry, but is distinct from the Kröger-Vink [9]
notation typically used in discussions on oxide films. Our notation resembles the Kröger-Vink notation in as far as
possible point defects are represented in both of them in the following way: a Zn vacancy is VZn, a Zn interstitial is
Zni and an antiside defect, for example a zinc on an oxygen lattice site, is ZnO. Each of these defects D can occur
in a charge state q. In the historical Kröger-Vink [9] notation a neutral charge state is indicated by a superscript ×,
a negative charge state by a superscript ′ and a positive charge state by a superscript •. In this work we denote the
charge state q of the defect Dq as q = 0 for a neutral defect; as q = +1, if one electron is removed; and as q = −1, if
one electron is added, following the nomenclature developed in semiconductor defect chemistry [10].
Traditionally, defects in oxides are expressed in terms of full or half reactions that individually obey conservation

laws with respect to the atomic sites (in solids), numbers and charges. From a historic perspective this approach is
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FIG. 1. (colour online) Schematic representation of the Zn/ZnO/H2O system and the defects commonly assumed to be involved
in the growth of a compact oxide layer during corrosion. Also schematically shown are the chemical potential (solid and dashed
blue lines). (a) Conventional picture: Positively charged oxygen vacancies and Zn interstitials are assumed to be created in the
vicinity of the Zn/ZnO interface and transported towards the ZnO/(H2O/outer layer) interface; negatively charged Zn vacancies
are generated in the vicinity of the ZnO/(H2O/outer layer) interface and transported through the compact oxide layer towards
the Zn/ZnO interface. (b) Revised picture derived in Sec. III based on DFT-calculated defect formation energies: neutral oxygen
vacancies are generated in the vicinity of the Zn/ZnO interface and transported towards the ZnO/(H2O/Outer layer) interface;
doubly negatively charged Zn vacancies and neutral O interstitials are generated in the vicinity of the ZnO/(H2O/Outer layer)
interface and transported through the compact oxide layer towards the Zn/ZnO interface.

convenient to describe and analyse experimental electrochemical setups. However, using quantum chemical approaches
to describe such reactions is computationally expensive: large cells and time scales are needed, while the number of
possible reactions scales approximately as the square of the involved reaction educts and products. We will therefore
use a grand canonical approach [10, 11], as done in semiconductor physics. The approach is based on the calculation
of individual defects and the conservation laws with respect to electron and particle numbers are realised not by
specific reactions, but by abstract thermodynamic reservoirs for the electrons and the relevant chemical species.
These reservoirs are described by chemical potentials for the atomic species and the Fermi energy for the electrons.
The above approach allows an efficient decomposition of the realistic system we are eventually interested in, and

which typically contains a variety of defect species in different charge states that interact electrostatically, via charge
transfer and by mass transport, into the most fundamental building blocks that can be straightforwardly handled
by modern ab initio techniques. This decomposition allows us to focus on the properties of individual defects and
only put them into relation with each other a posteriory within the context of a grand canonical formulation, as
will be shown later. The main advantage is that we do not have to formulate all possible individual reactions that
obey the conservation laws but only the reaction of each individual defect with its thermodynamic reservoirs. The
conservation laws need then only be enforced on the total system containing all the defects by modifying/controlling
the thermodynamic reservoirs for the various chemical species and the electrons. Due to this the number of calculations
scales only linearly with the number of involved defects, rather than with the square we would need if we describe it
in terms of charge neutral reactions. The full approach will be outlined in detail in the next section.
Before introducing and applying the above formalism to the Zn/ZnO/H2O system let us briefly recap our present

understanding about which point defects participate in the oxide growth [5, 8]. The assumed relevant defects are
summarized in Fig. 1 (left). Following the conventional picture a doubly positively charged oxygen vacancy and a
zinc interstitial defect, which may assume different charge states, are dominant at the Zn/ZnO interface, while a
negatively charged zinc vacancy is prevalent at the ZnO/H2O interface. Under oxidizing conditions, the interface is
far away from thermodynamic equilibrium implying that there will be a substantial gradient in the O and Zn chemical
potentials. The schematic behaviour of the two chemical potentials, which are Zn-rich at the Zn/ZnO interface and
more O-rich at the ZnO/H2O interface, are included in Fig. 1 (left). Due to the gradient in the chemical potentials
defects with a net Zn (O) excess will move towards more oxygen (zinc) rich conditions, i.e. towards the ZnO/H2O
(Zn/ZnO) interface. The arrows attached to each of the defects indicate the corresponding migration direction.
Fig 1 (right) is based on the insight we gain from the grand canonical approach and will be discussed in section III.C.

B. Defect formation energies and chemical potentials

The formal equivalency between defects in semiconductors and ions in solution allows to extend concepts typically
used to study charged point defects in semiconductors to electrochemical systems [7]. As discussed in Sec. II.A, the
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derived grand-canonical approach is particularly well suited to be used in conjunction with ab initio calculations,
since it needs as input only the properties of the individual charged defects within a system and couples them only
afterwards via the conditions of charge neutrality. Besides providing information on the stability and concentration
of ions in solution, the approach we are going to describe in the following provides a natural link between density-
functional theory calculations and experimentally measurable quantities, which determine and characterize the state
of electrochemical systems, such as pH and electrode potential. In the following we recap some of the concepts, in
particular the ones pertaining to defects in oxides, which become important in the context of the later discussion.
A key quantity to describe oxide growth is the local concentration of the various point defects. Assuming local

thermodynamic equilibrium, i.e., the defect concentration is in thermodynamic equilibrium with its local chemical
potential, and the dilute limit where defect-defect interactions are negligible [12], the concentration of a defect D in
charge state q is given by:

cDq = c0 · e
−∆fG(Dq)/kBT . (1)

Quantities that enter Eq. 1 are c0, the highest possible concentration which can be realised within the system by
occupying every available site where the defect can be formed, the Boltzmann constant kB, the temperature T , and
the free energy of formation of a charged defect in a semiconductor or an ion in solution ∆fG(Dq). The above equation
implies that defects with a high free energy of formation will be present only in small concentrations, while defects
with low formation energies will occur in high(er) concentrations. The free energy of formation itself is given by the
change in enthalpy ∆fH and entropy ∆fS. Since the formation of the defect/ion requires an exchange of ∆ni atoms
and q electrons with their respective thermodynamic reservoirs, the formation energy becomes a function of chemical
potentials µi and Fermi energy µe [7, 11]:

∆fG(Dq) = ∆fH − T∆fS −
∑

i

∆niµi + qµe . (2)

Often, this general form for the formation energy of a defect in a condensed phase is simplified when applied to
defects in semiconductors, by approximating the free energy of defect formation ∆fG(Dq) by the formation energy
of a defect Ef(Dq). For a targeted accuracy in the defect formation energies of 0.1 eV (9.65 kJ/mol) this is a well
justified approximation, since pressure induced changes in the enthalpic ∆fH and entropic ∆fS contributions, other
than the configurational entropy ∆fSconf which is already included in Eq. 1, are usually significantly smaller [10, 11]
and can thus be neglected. The formation energy of a defect in a semiconductor [10, 11] is then obtained from the
difference in ab initio calculated total energies for a super-cell containing the defect Etot(D

q : host) and one for the
unperturbed system Etot(host),

Ef(Dq) = Etot(D
q : host)− Etot(host)−

∑

i

∆niµi + qEF . (3)

We note, that the reservoir for electron exchange is denoted by EF, the Fermi energy, which is the convention in the
field of semiconductor physics. Formally, µe and EF, are equivalent and both describing the same quantity, but for a
constant material specific offset.
In a first step, the chemical potentials of the electrons µe (or Fermi energy EF) and of the chemical species µi

are treated as variables. They can be used to analyse the influence of the electrochemical environment (chemical
potentials, overpotential, pH) on the defect formation energy and concentrations. Due to thermodynamic/electronic
constraints the electron and chemical potentials are restricted by upper and lower bounds.
For example, the electron chemical potential µe can assume within the oxide only values within the electronic band

gap, i.e. the lower (upper) boundary for the electron potential µe is the valence band maximum (VBM) (conduction
band minimum (CBM)). For the chemical potentials of the involved species boundaries exist, if the considered oxide
becomes unstable against the formation of another phase. A natural upper boundary for any species is the formation
of its elemental state: for ZnO, consisting of Zn and O, this would be bulk fcc Zn and O2 molecules, respectively.
Since potentials are invariant against a constant shift for convenience the energy zero of the chemical potentials is
commonly chosen such that the chemical potential of the elementary phase becomes zero. Thus, a general upper limit
is µi ≤ 0.
While the formation of the elementary phases is an upper limit it is not always the lowest and thus critical one.

Often the formation of (parasitic) phases sets in before the elemental phase can be formed. For the system discussed
here, where the three chemical elements Zn, O, H are present, a possible parasitic phase is Zn(OH)2. Then the
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resulting boundary conditions is, for example for Zn, µZn ≤ ∆fH(Zn(OH)2)− 2µO − 2µH.
Finally, the chemical potentials are not independent but linearly dependent on each other in a way that ensures

thermodynamic stability of the involved phases. To be more specific we consider ZnO, where the two relevant
chemical potentials are µZn and µO. In thermodynamic equilibrium these two chemical potentials cannot be varied
independently from each other. They are bound by the condition that ZnO must be a stable phase, which means that
the stoichiometric sum of µZn and µO must be equal to the enthalpy of formation of the compound,

µO + µZn = ∆fH(ZnO) . (4)

For any thermodynamically stable compound the formation energy is negative. The above equation defines lower

boundaries for the variation of µO and µZn in the following way: the lowest chemical potential Zn can assume within the
ZnO system is defined by the upper limit of the oxygen chemical potential as µmin

Zn = ∆fH(ZnO)−µO[O2] and vice versa,
the upper boundary for µZn defines the lower boundary for the variation of µO, i.e. µ

min
O = ∆fH(ZnO)−µZn[Zn−bulk].

C. Electron potential

While the definition and calculation of an absolute alignment (energy zero) for the chemical potentials is straight-
forward and easily achieved, e.g., by referencing all chemical potentials with respect to that of the corresponding
elementary phases (see discussion above) the definition of an absolute potential for the electron reservoir is con-
ceptually much less straightforward. In the semiconductor community the Fermi energy describing this potential is
commonly referenced to the top of the valence band. While this is sufficient to describe, e.g., optical transitions or
doping within a given bulk system it does not allow to compare the formation energy between two or more separate
bulk systems as e.g. ZnO and water. A common absolute reference is the vacuum level in semiconductor physics or
the standard hydrogen electrode (SHE) employed in electrochemistry. How the energy of these two references can be
related has been discussed in detail by Trasatti [13] and in a recent publication by us [7]. In the following we use the
notation µe whenever we want to indicate alignment on an absolute energy scale and EF when we utilize formation
energies computed by the semiconductor community where the alignment is with respect to the VBM.

D. Computational details

In order to utilize the above described formalism the needed key input quantities are the defect formation energies
defined by Eq. 3. These require calculations of the total energies for the perfect bulk system (the host) and of
the possible defects in all relevant charge states. Additionally, to obtain the alignment in the chemical potentials
described above the total energy E

phase,i
tot of the elementary phases of each involved species i is needed to get the

chemical potentials entering Eq. 3:

µi = µ
aligned
i − E

phase,i
tot (5)

Since the focus of the present paper is to show how the techniques and data produced in the semiconductor
community can be used in the context of wet corrosion and oxide film formation we refrain from re-computing defect
formation energies whenever such data exist in the literature. Thus, in the following we show and discuss how existing
data on defect formation energies can be used in the context of corrosion and oxide growth.
Over the last few years ZnO has received a lot of attention in the semiconductor community due to its potential as

a direct wide bandgap semiconductor for optoelectronic, as well as, electronic devices. Since for such devices doping
and compensation by native defects is a fundamental aspect a large number of very detailed ab initio studies on
the energetics and electronic structure of point defects have been reported in the literature. The actual calculation
of accurate defect formation energies is challenging due to the bandgap problem encountered by the conventionally
employed semilocal DFT xc functionals, finite size effects of the employed periodic supercells (particularly for charged
defects) or band alignment, to name only a few [11]. Recently developed hybrid functionals such as HSE [14], which mix
in a certain amount of exact-exchanged, allow to overcome the bandgap problem and provide at the same time total
energy capabilities important to compute the equilibrium configurations of the defects, including atomic relaxation.
Various correction schemes to treat charged defects [11, 15–17] allow to largely reduce finite size effects and get the
accurate dilute limit even with rather modest supercell sizes in the order of 100 atoms.
Specifically, for ZnO we will use the formation energies computed by Oba et al. [18] which have been obtained
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TABLE I. Calculated and experimental lattice parameters, formation energy, and band gap for ZnO in the wurtzite structure.
The calculated values are from DFT calculations with the HSE exchange-correlation functional [14], in which the fraction of
non-local Fock-exchange α has been increased compared to the standard value (see text). Values for α = 0.375 are from Ref. [18]
and for α = 0.36 from Ref. [21]. The experimental values are taken from Ref. [22].

α = 0.375 α = 0.36 Experiment

a (Å) 3.25 3.25 3.25

c (Å) 5.20 5.26 5.21

∆fH (eV) -3.13 -3.43 -3.63

Egap (eV) 3.43 3.29 3.44
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FIG. 2. (colour online) Formation energies of native point defects of ZnO, Hi and HO in ZnO shown as a function of Fermi-level
position for Zn-rich (right) and O-rich (left) conditions. Only segments corresponding to the lowest energy charge states for
each defect are shown. The coloured areas depict the regions where the given defect species dominates. The zero on the
Fermi-level EF-axis corresponds to the VBM (valence band maximum). The slope of each line corresponds to the respective
charged state. The ab initio calculated defect formation energies used to construct these diagrams were taken from Ref. [18].
The dashed-lines marked ”(JVdW)” (V 2−

Zn and Oi (split)) are constructed using HSE-data obtained by Janotti and Van de
Walle [19, 21].

using HSE and charge corrections. Since the oxygen interstial defect has not been considered in Ref. 18 we also use
formation energies computed by Janotti et al. [19].
As shown by several studies, employing HSE leads to a dramatic improvement in the description of metaloxide

compound properties [20]. To improve the accuracy of semiconductor defect calculations in many HSE studies the
mixing parameter between the of non-local Fock-exchange and the semilocal DFT functional is not 0.25 as suggested
in the original formulation [14] but adapted to provide an optimal (but material specific) value. For ZnO values
significantly larger than 0.25 have been used: In the calculations of Oba et al. [18] α = 0.375 is used, while the
calculations of Janotti et al. [19, 21] are performed using α = 0.36. Both choices improve the description of the
position of the 3d Zn states, the band gap, the lattice parameters and the heat of formation ∆fH compared to
experiment, resulting in an equally satisfying description, as can be seen in Table I.
Taking the defect formation energies from refs. [18, 19, 21] and plugging them into Eq. 3 we get for any defect and

charge state its formation energy as function of the Fermi energy and the chemical potentials. As outlined in the
previous subsection we have to consider only one chemical potential (we chose here the oxygen one). Following the
conventions in the semiconductor community these energies are plotted as function of the Fermi energy and for a fixed
chemical potential. The results for the two extreme conditions of the chemical potentials, i.e., O-rich and Zn-rich, are
shown in Fig. 2.
Analyzing these diagrams provides important insight into which defects dominate, into their electronic behaviour,

i.e., do they accept or donate electrons, as well as their possible charge states. The defect with the lowest formation
energy for a given set of chemical potentials and Fermi level will be the dominant one and occur in much higher
concentrations than all other defects. For O-rich conditions Fig. 2 a shows that under p-type conditions (i.e. for Fermi
energies close to the valence band) a ZnO antisite in a 4+ charge state is dominant. Going towards higher Fermi levels
(above 0.6 eV) the oxygen vacancy in a 2+ charge state, and above EF = 2.2 eV the neutral oxygen vacancy, become
the dominant defects. Under Zn-rich conditions and going from p to n-type conditions first the oxygen 2+ vacancy,
than a neutral oxygen (split) interstitial and a 2+ Zn vacancy are stable.
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While the 2+ oxygen and 2− zinc vacancy are chemically intuitive and invoked in the conventional picture (see
Fig. 1 a) the previously postulated Zn interstitial is absent, while neutral defects (such as the oxygen vacancy or the
oxygen split interstitial) or a charged defect, such as the ZnO antisite, have never been considered. Whether these
defects become important under realistic electrochemical conditions will be discussed in Sec. III.

E. Defect transition levels and charge neutrality

An important benefit of representing defect formation energies in a diagram such as Fig. 2 is that the diagram
provides direct insight into which defects are the thermodynamically most stable ones, thus allowing to derive phase
diagrams. It also provides direct insight into the electronic behaviour of any given defect by giving the possible charge
states (oxidation states), as well as, the position of the Fermi level where the transition from one state into the other
occurs, i.e., the transition (redox) levels in the electronic bandgap.
To get this information we note that the slope of the defect formation energies in Fig. 2 is according to Eq. 3 the

charge q of the defect: the position of the Fermi energy EF enters only the last term qEF. Consequently, the slope
of the formation energy gives the charge (oxidation) state the defect has at a given Fermi level while the kinks in
the formation energy imply a change in the charge state, thus giving the position of the transition level. Therefore,
diagrams such as Fig. 2, which have been computed for a large number of bulk semiconductor/oxide materials and
have been reported in the literature, can be used directly to extract all relevant defect properties for a given system.
We note that the actual numbers depend sensitively on the chosen xc functional as well as on the level of convergence.

In fact, for well-studied semiconductor systems such as, e.g., GaAs several sets of ab initio calculations exist that give
differences of several eV(!) for the same defect. It is therefore of paramount importance when using existing literature
data to carefully check that they are based on state-of-the-art hybrid xc functionals, include charge corrections and
are well converged (e.g. with respect to supercell size, k-point sampling etc.).
Fig. 2 shows nicely that state-of-the-art defect calculations have reached a maturity giving, if properly applied,

essentially identical results. This can be seen for the example of the Zn vacancy for which an independent calculation
by Janotti et al. [21] has been reported in the literature and marked as JVdW (dashed red line) in Fig. 2. Since in
this study the authors focused on the technologically relevant case of n-type conditions where the 2+ charge state is
the most stable one, the comparison is possible only for this charge state. An almost perfect match with a deviation
of less than 0.1 eV is found. This level of agreement allows us to include in our considerations the O interstitial
computed by the same group and which has not been considered in the original study of Oba et al. [18].
Having the energetic and electronic properties of all individual defects as function of chemical potentials and Fermi

level allows us to construct the full picture of a realistic system consisting of a variety of defects. For the following
discussions we assume that all defects are in the dilute limit, i.e., their concentration is so low that direct defect-defect
interaction can be neglected. For the system considered here, ZnO and water, defect/ion concentrations are expected
to be well below 1%, so that this assumption should be well justified.
While in the dilute limit a direct interaction between the defects can be safely excluded, an interaction with the

chemical and electron reservoir occurs and has to be included. To be more specific let us first focus on the interaction
with the electron reservoir. To realize a specific charge state q the defect has to exchange electrons with the electron
reservoir. For example, to create the 2+ oxygen vacancy the defect has to transfer two electrons to the Fermi reservoir
while creating a Zn 2− vacancy requires to transfer two electrons from the reservoir to the defect. An important
condition for any system is that it must be charge neutral. In the grand canonical concept of an electron reservoir this
simply means that the number of electrons transferred to the reservoir must be identical to the number of electrons
taken out, i.e., in the charge neutral case the reservoir will be completely empty and all transferred electrons will be
distributed over the defects.
Formally, the above condition of charge neutrality can be expressed as follows [7, 11]:

qtot(µi, EF) =
∑

i

qi · ci(µi, EF) + ch − ce = 0 . (6)

This equation states that the sum of all charges q present in the system (associated with a charged defect/ion Dq, a
free hole or a free electron) multiplied with their respective concentration ci, as obtained from Eq. 3 for the defects,
or ch, ce, for the electrons/holes must become zero. In practice, one plugs into Eq. 6 an initial value for the Fermi
energy. If the total sum is positive/negative, the Fermi level is increased/decreased until one gets the Fermi level E0

F

at which the total charge vanishes.
An important advantage of this approach is that we do not need to start from individual charge neutral reactions

as commonly done when describing electrochemical reactions. Rather, all conceivable reactions are intrinsically
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FIG. 3. (colour online) Defect stability phase diagram for ZnO showing the regions where the respective native point defects
dominate. Striped areas correspond to regions where ZnO becomes thermodynamically unstable against the formation of the
respective point defects having negative formation energy in this region. The zero energy on the EF-axis corresponds to the
VBM. The µe-axis shows the electrode potential on an absolute scale. The black dashed-lines mark the boundaries of the
electrochemical stability window of water.

included in Eq. 6. This equation thus provides the formal justification (i) why complex electrochemical systems can
be decomposed into isolated non-charge neutral non-stoichiometric defects, that can be treated separately and (ii)
that interact/couple only via their respective chemical/electronic reservoirs.

III. DISCUSSION

A. Point defect stability phase diagrams

As discussed in the last Section, in the field of semiconductor defect chemistry point defect formation energies are
usually evaluated and discussed within plots such as the ones shown in Fig. 2. A disadvantage of these plots is that
for each set of chemical potentials a separate plot is needed. For example, the phase diagrams shown in Fig. 2 a and
b strictly apply only for extreme Zn-rich and O-rich conditions implying that under intermediate conditions other
defects may become most stable. Extending the concept of Pourbaix-diagrams which are a well-established concept in
electrochemistry, showing the most stable bulk and defect (i.e. ions in water or other solvents) phases as function of pH
and overpotential, we recently proposed a schema to construct defect phase diagrams that span the full configuration
space as defined by the relevant chemical potentials and the chemical potential of the electron [7, 23]. The key idea
is to replace the pH value, which is a function of the oxygen chemical potential and the overpotential, by the oxygen
chemical potential via a Legendre transformation. Using Eq. 3 we can identify for any set of chemical potential(s)
and overpotential the defect (i.e. type and charge state) with the lowest formation energy and thus directly construct
such a phase diagram. For ZnO such a defect phase diagram is shown in Fig. 3 and yields for any thermodynamically
allowed combination of oxygen chemical potential and overpotential the dominant defect.
As mentioned in Sec. II.C, in electrochemistry the absolute value of the Fermi level µe rather than the relative level

EF with respect to the top of the valence band is the relevant one. To align the two levels we utilise the universal
alignment of the H+/H− transition level observed in semiconductors, insulators and water [24]. The absolute level is
shown on the upper x-axis both in Figs. 2 and 3.
As seen in Fig. 3, the set of defects that can become stable in ZnO is identical to the one identified from Fig. 2

considering only extreme Zn and O rich conditions. However, as becomes obvious also from Fig. 3 the region of Fermi
levels where the respective defect becomes the dominant one strongly depends on the specific environment (oxygen
chemical potential µO).
Since Fig. 3 is formally equivalent to a Pourbaix diagram we can immediately superimpose the well-known region of

water stability, bounded in Fig. 3 by the two dashed black lines. The upper-right/lower-left line gives the boundary
towards water becoming thermodynamically unstable against H2/O2 formation.
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FIG. 4. (colour online) Diagram showing the alignment of bands within the Zn/ZnO/water system (a) before equilibration
and (b) after equilibration. The blue dashed-line in (b) marks the position of the Fermi-energy level within the equilibrated
system. The energy region within which the water Fermi-energy can be varied is marked by blue-striped regions depicting the
extremes of possible chemical potential conditions which are H-rich and O-rich. For further details see text.

An important insight we gain from Fig. 3 is that in a substantial region defect formation energies become negative,
i.e., the formation of defects is exothermic implying that the oxide becomes unstable at these conditions. It is
interesting to note that this instability of an oxide against exothermic formation of point defects is equivalent to the
well-known water instability where the formation of the ”intrinsic point defects” (solvated H+ and OH−) becomes
exothermic. The regions, where ZnO becomes unstable, as a result of the negative defect formation energies of Zn4+O
(V2+

O ) are marked in Fig. 3 as hashed yellow (blue) areas. The fact that the system always becomes unstable against
defect formation under extreme p-type conditions (i.e. independent of the choice of the chemical potentials) may
explain why p-type conductivity remains elusive in ZnO.

B. Fermi energy position within the Zinc/ZnO/Water system

To connect the defect phase diagram (Fig. 3) with the oxide passivation layer bounded by Zn-bulk and water we
need to know the position of the Fermi level as well as of the oxygen chemical potentials as function of distance to
the respective interfaces. To estimate the position of the Fermi level within the oxide film we first align the band
structures of Zn, ZnO and H2O with respect to the vacuum level. This is shown in Fig. 4, where we use the work
function of zinc (Φ = 4.3 eV [25]) (which is by definition the Fermi energy position with respect to the vacuum level).
For ZnO and water we use the universal alignment approach [24] mentioned in the preceding [7, 26]. For ZnO we
assume n-type conditions to be consistent with experimental observations [8, 27, 28].
Fig. 4 (a) shows the alignment before the systems come into contact, i.e., before electronic charge transfer occurs.

Fig. 4 (b) shows schematically the alignment after electronic charge transfer which results in a constant and identical
Fermi level throughout the system. Since both the metal and water have an infinitely higher propensity to screen
charges compared to a semiconductor, the potential drop at the Zn/ZnO and at the ZnO/H2O interfaces will occur on
the ZnO side of the respective interfaces [29, 30], leading to the formation of a space-charge layer and band bending.
Since the Fermi energy of zinc lies above the CBM of ZnO there will be a flow of electrons from the metal to the
conduction band of the oxide. As a consequence in this region the Fermi level will be above the conduction band,
resulting in excess electrons forming a 2-dimensional electron gas (2DEG) and driving the system to extreme n-type
conditions.
The Fermi level at the Zn/ZnO interface is pinned by the metal and cannot be changed. The opposite interface is

formed by water for which the position of the Fermi level is not a constant but varies depending on the environment
(chemical potentials, pH, overpotential). As shown in Fig. 3 the Fermi level cannot be chosen freely but is bounded
by the condition of water stability, i.e., that the native defects in water must have an endothermic formation energy.
This region of allowed Fermi levels is marked in Fig. 4 by hashed boxes for extreme H-rich and O-rich conditions. As
can be seen the region of permitted Fermi levels is restricted to a rather small region in the water band gap. Since the
Fermi level in water is variable, the exact shape of the band bending will depend on it. In Fig. 4 we therefore chose an
intermediate value for EF to sketch the band bending. Depending on the specific setup band bending can be positive
or negative, i.e., extreme n-type conditions up to semi-insulating conditions may exist at this interface (see Fig. 3).
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C. Point defects in the context of barrier oxide growth

We have now all ingredients needed to identify the defect species that drive oxide growth. Since the two interfaces
are chemically very different we start with the Zn/ZnO interface. This interface turns out to be conceptionally simpler
since both Fermi level and chemical potential are fixed and well defined. Since the oxide layer is in direct contact
with the Zn bulk and the Fermi level is slightly above the top of the conduction band (see Fig. 4 b) we identify from
the defect phase diagram (Fig. 3) the neutral oxygen vacancy as the most stable defect.
This may be surprising in two aspects: First, the oxygen vacancy in the context of oxide growth/corrosion has

been always assumed to be 2+ which, however, based on Fig. 3 can be safely excluded. Second, to enable oxide
growth defects with excess Zn should move from the Zn-bulk interface to the water interface while O excess defects
should move in the opposite direction. Defects with Zn excess are Zn interstitials, Zn antisites and O vacancies and
should be preferentially formed at the Zn interface while defects with O excess are O interstitials, O antisites and
Zn vacancies that should form at the water interface. Indeed, Fig. 3 shows that at the Zn interface the defect that
can be formed most easily, i.e., the one which has the lowest formation energy is the O vacancy. However, Fig. 3
also indicates that when going from Zn-rich towards O-rich conditions the formation energy gets higher and above a
critical value becomes even higher in energy than defects with O excess such as the O interstitial and the Zn vacancy.
In other words it looks like the defect would have to go in a direction where its formal formation energy becomes
higher, i.e., where the defect becomes energetically less favourable. This apparent discrepancy can be easily resolved
by noting that the driving force for defect migration is the gradient in the chemical potential which will only vanish
once thermodynamic equilibrium is achieved, i.e., if the gradient vanishes.
Based on Fig. 3 together with the alignment diagram (Fig. 4) we can identify also the dominant defects for the

interface of the ZnO with water. Under more oxygen-rich conditions the 2+ Zn vacancy (under n-conditions (µe >

−5.3 eV)) and the charge neutral O interstitial (under more electronegative conditions (µe < −5.3 eV)) become the
dominant defects. Both are defects with O excess, consistent with our expectations to what defects should be formed
at this interface to promote the growth of the oxide film. Under less oxidizing conditions (µO ≤ −1.2 eV) the neutral
O vacancy becomes again stable. Since this is an oxygen deficient defect growth of the oxide passivation layer growth
is expected to slow down.
The approach outlined in this study provides thus an efficient and physically transparent approach to identify the

relevant defects in the passivation layer under realistic electrochemical conditions. The defects identified here, the
neutral O vacancy on the Zn interface and the Zn vacancy and O interstitial on the water interface (see Fig. 1 b)
are rather different compared to the ones assumed in the conventional picture (Fig. 1 a). While the expected V2−

Zn is
indeed found at the water side our formalism shows that this is true only if the water overpotential is above 0.6V vs.
SHE, otherwise a hitherto not considered O interstitial in a neutral charge state will prevail. For the interface with
Zn bulk the expected O vacancy is found to be dominant, however in the neutral not the 2+ charge state.
The identification of neutral rather than of charged defects that drive oxide growth has important consequences. In

the conventional picture where transport by a 2+ O vacancy is assumed two criteria apply to activate this mechanism:
(i) formation energy and diffusion barrier for the O vacancy have to be sufficiently low to enable diffusion at operating
temperatures and (ii) electrons must be sufficiently mobile to ensure local charge neutrality. If electron transport
for a given system is inefficient or negligible (e.g. for highly resistive oxides where the Fermi level is deep in the
bandgap) the moving charged defects would quickly built up an energetically costly space charge which would quickly
suppress further migration. This well-known concept to improve the corrosion resistance of a material is however
counteracted if the materials transport inside the oxide is realized by charge neutral defects. In this case the defect
carries its electron with itself. Consequently, making the material more intrinsic by reducing the Fermi level (e.g. by
doping) would not slow down the transport. Only if the Fermi level comes into a region of the defect phase diagram
where a charged defect becomes dominant the conventional picture would apply again. For the oxide considered here,
ZnO, this would be the case if the Fermi level drops by more than 1.5 eV below the conduction band (see Fig. 3).
Under realistic conditions it may be difficult/impossible to achieve such extremely intrinsic (resistive) conditions. The
methods outlined here would be ideally suited to perform a systematic search for suitable dopants that are able to
bring the Fermi level into the desired region and thus to design materials with a higher corrosion resistance.

SUMMARY AND CONCLUSIONS

In the present work we outlined a formalism and strategies that allow to connect the vast knowledge of intrinsic
point defects in semiconductors and particular in oxides acquired over the years with issues relevant in wet corrosion.
To demonstrate and discuss this strategy for a specific and technologically relevant example we focus on the growth

Page 10 of 12Faraday Discussions

Fa
ra

da
y

D
is

cu
ss

io
ns

A
cc

ep
te

d
M

an
us

cr
ip

t



11

and stability of the barrier oxide that is formed once Zn comes into contact with a water film. The resulting oxide film,
ZnO, is instrumental to e.g. realize the corrosion protection in galvanized steels. On the same time, ZnO has been also
a well-studied semiconductor material providing ample defect data. The construction of defect phase diagrams (Fig.
3) turned out to be a key to connect these two very different worlds. These diagrams use as input only defect energies
that are often readily available from ab initio calculations reported in the literature and an absolute alignment in the
electronic levels as described in [7]. Using these phase diagrams allows to make a direct connection to electrochemistry
conditions, e.g., to directly include conditions of water stability. This, together with a careful consideration of band
alignments (Fig. 4) makes it possible to identify the relevant defects.
Applying this formalism revealed a number of surprises for an, at first glance, extremely well studied oxide such

as ZnO: Compared to the standard and chemically intuitive picture we find that neutral rather than 2+ charged O
vacancies become prevalent or that neutral O interstitials (which have not been considered so far in the context of
Zn corrosion) can become the dominant defect species. These findings are not only important because new/different
defects compared to the commonly expected ones are observed. Probably even more important is that charge neutral
defects become the dominant species under electrochemically relevant conditions. Such defects behave qualitatively
different compared to charged ones as outlined in Sec. III.C. As also discussed there this insight may be used to
identify new strategies towards improving corrosion resistance.
As a last remark we note, that the approach derived and discussed here for the Zn/ZnO/H2O system is general and

can be directly employed to other metal/oxide/electrolyte systems as well as for Zn/ZnO/gas systems relevant for high
temperature corrosion. We believe, that the insights gained from the strategies and concepts derived in this paper
may significantly enhance our understanding on formation and evolution of oxide passive layers on metal surfaces
in corrosive environments and help to develop systematic approaches to search for alloys with improved corrosion
resistance.
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