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Synergy between experimental and theoretical 

methods in the exploration of homogeneous transition 

metal catalysis 

D. Luppa, N. J. Christensena and P. Fristrupa*  

In this Perspective, we will focus on the use of both experimental and theoretical methods in 

the exploration of reaction mechanisms in homogeneous transition metal catalysis. We briefly 

introduce the use of Hammett studies and kinetic isotope effects (KIE). Both of these 

techniques can be complemented by computational chemistry – in particular in cases where 

interpretation of the experimental results is not straightforward. The good correspondence 

between experiment and theory is only possible due to recent advances within the applied 

theoretical framework. We therefore also highlight the innovations made in the last decades 

with emphasis on dispersion-corrected DFT and solvation models. The current state-of-the-art 

is highlighted using examples from the literature with particular focus on the synergy between 

experiment and theory. 
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Introduction 

The idea that application of both theoretical and experimental 

methods could be beneficial is by no means new – it can be 

traced back to the famous quotation by Paul Dirac in 1929: 

“The underlying physical laws necessary for the mathematical 

treatment of a large part of physics and the whole of chemistry 

are thus completely known and the difficulty is only that the 

exact application of these laws leads to equations much too 

complicated to be soluble.”1 In the following sentence Dirac 

goes on to suggest that “approximate practical methods of 

applying quantum mechanics should be developed, which can 

lead to an explanation of the main features of complex atomic 

systems without too much computation”. It is still too early to 

conclude that the goal set forth by Dirac has been reached, but 

one could argue that state-of-the-art DFT has come very close. 

This is particularly true for homogenous transition metal 

catalysis which, due to relatively limited system sizes (often a 

few hundred atoms), is amenable to full optimization using 

density functional theory (DFT) within a reasonable time 

frame. As a consequence mechanistic investigations in this field 

now often include a theoretical investigation using DFT.  

Due to the success of this approach there exist a vast number of 

examples in the literature. We have therefore limited the 

primary focus of this perspective to examples, where both 

experimental and theoretical studies are contained within the 

same publication, although we will highlight a few additional 

examples throughout the perspective. Before starting the 

survey, we will first introduce competition experiments, an 

experimental technique that allows for fast and accurate 

determination of relative reactivity between two substrates. We 

will also briefly introduce the principles of Hammett studies 

and kinetic isotope effects (KIE) and discuss some relevant 

developments in density functional theory calculations.     

Competition Experiments 

Competition experiments are arguably the simplest way to carry 

out a mechanistic investigation. Rather than measuring absolute 

rates of the substrates under investigation in separate flasks, in 

a competition experiment the two substrates undergo reaction in 

the same flask. Competition experiments are usually easier to 

carry out since many factors will necessarily be similar for both 

substrates (catalyst concentration, reaction temperature etc.).  

Often, a first order dependence, regardless of the exact nature 

of the reacting species, as well as identical reaction orders in all 

other components, can be assumed. In the context of a catalytic 

reaction with two substrates (A and B) competing for the active 

catalyst (cat) this gives the following expressions ([] denotes 

concentration):  

    (1) 

 

    (2) 

Division gives: 

 

      (3) 

The variables are separated and limits are introduced: 

    (4) 

Which upon integration gives: 

    (5) 

This expression yields a straight line with intercept at y=0, thus 

by plotting ln([A]0/[A]) vs. ln([B]0/[B]) at different levels of 

conversion, the relative reactivity (kA/kB) can be obtained as the 

slope of the line. If a straight line is not obtained, the initial 

assumption does not hold for the system under investigation, or 

perhaps some of the compounds are unstable at the conditions 

employed. An analogous expression can be derived from the 

appearance of products if that is more convenient for the 

chemistry being studied.  

The experimental differences in reactivity are either directly 

compared to calculated reactivities (obtained from equation 5), 

or they are converted to differences in energy (in principle 

∆(∆G‡)) to avoid the exponential dependence.  

Hammett Studies 

The classical studies of linear free energy relationships have 

gained renewed attention recently due to the availability of 

modern computational methods capable of assisting in the 

interpretation of experimental ρ-values. The method was 

developed by L. P. Hammett and originated from considering 

the acidity constants for a series of benzoic acids with different 

groups in the para- or meta-positions (Scheme 1)2 and is now 

generally referred to as a “Hammett study”.3 From the 

equilibrium constant a σ-value was assigned to each substituent 

using σ(H)=0 per definition and all other values proportional to 

the equilibrium constant for that particular substituent (Keq). A 

positive σ-value indicates that the substituent is electron-

withdrawing, whereas electron-donating substituents lead to 

negative σ-values. 
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Scheme 1 The acid-base equilibrium of para-substituted benzoic 
acids used by Hammett to define σ-values for a range of different 
substituents, X. 

Hammett was also able to describe the relative rates of 

hydrolysis of the corresponding esters using the same set of σ-

values, which established an important connection between 

equilibrium constants and rate constants. They could be applied 

to an entire series of related reactions without having to change 

the σ-values but instead introducing a new parameter (ρ) to 

account for the different susceptibility of a given reaction to the 

change in the electronic properties of the substrate (eq. 6). 

      (6) 

This new parameter (ρ) is positive when the reaction is 

accelerated by a decrease in electron-density at the reaction 

centre and negative when an increase in electron-density leads 

to rate enhancement. The magnitude of ρ indicates how 

strongly the rate of the reaction responds to the changes in the 

electronic properties of the transition state for the rate-

determining step, with a typical value of 5-6 for a fully 

developed ion.4,5 However, for intermediate values of ρ the use 

of DFT calculations may aid in the mechanistic interpretation 

of the results.6  

The method is especially useful when the reaction is taking 

place at the benzylic position, allowing for direct conjugation 

through the π-system of the benzene ring. Since the initial work 

by Hammett, the method has been developed substantially and 

a large collection of σ-values is available.7 In a catalytic 

reaction the Hammett ρ-value can give information about the 

overall rate-determining step (if determined using reactions in 

separate flasks) or the selectivity-determining step (if 

determined using competition experiments). The selectivity-

determining step is the one where the preference for either of 

the two substrates is determined. 

Kinetic Isotope Effects 

Determination of kinetic isotope effects (KIE) is one of the 

most well known methods in physical organic chemistry. It has 

been reviewed extensively8 and features prominently in several 

textbooks.9 The method is also widely used in organometallic 

chemistry.10 Since its introduction in the 1940s by Bigeleisen 

and Mayer,11 the methodology has remained popular12 and 

there exists a large body of results allowing for direct 

mechanistic interpretation after determination of the KIE. In 

particular the relative rate of hydrogen vs. deuterium (kH/kD) is 

often used in determination of kinetic isotope effects. But the 

phenomenon also occurs for heavier elements such as carbon 

and chlorine. Here, the small difference in atomic mass 

between the different isotopes, e.g. C12/C13/C14 or Cl35/Cl37 

makes the KIE determination more experimentally demanding.  

In the simple scenario where the reaction proceeds through a 

single transition state, the KIE can be directly compared to the 

mechanism of the reaction. If the reaction involves a complete 

breakage of the bond between carbon and hydrogen/deuterium 

the KIE is 6.9 at room temperature.12 This difference arises 

solely from the difference in zero-point energies (ZPE) and 

neglects tunnelling (Figure 1). In the more general case, where 

the bond is merely partially broken, the KIE will be lower than 

6.9 due to the existence of a difference in ZPE also at the 

transition state. The KIE is obviously very temperature-

dependent with higher temperatures resulting in smaller 

observed KIE values in accordance with TS theory relying on 

an underlying Boltzmann-type behaviour (Figure 1). 

 
Figure 1 Illustration of how the difference in ZPE caused by the 

higher mass of deuterium results in a higher barrier towards 

breakage of the C-H/D bond.  

 

In a catalytic reaction, the situation is more complicated and the 

measured KIE depends both on the type of measurement (direct 

competition vs. reaction in separate flasks) and whether or not 

the step that involves the breakage of the C-H/D bond occurs 

before or after the rate-determining step. These scenarios have 

recently been reviewed by Simmons and Hartwig.13  

DFT Developments  

Density functional theory (DFT) is the most widely used 

quantum mechanical method in theoretical chemistry today.14 

The popularity of DFT is a consequence of its dependence on 

the electron density, which allows electronic structure 

calculations with vastly increased computational efficiency 

relative to wave-function (WF) methods (e.g. coupled cluster 

theory15). For the latter class of methods, realistic system sizes 

often present an insurmountable computational barrier. In 

contrast, DFT readily treats large molecules, e.g. transition 

metal catalysts with entire ligands, as demonstrated below. 

Importantly, DFT is often associated with a tolerable loss of 

accuracy compared to WF-methods.14 Also, DFT is formally 

exact for any atomic system, provided that the exchange-

correlation (EXC) density functional (DF) is known exactly.16 In 
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practice, EXC is not exactly known, but a variety of functionals 

have been, and are being tailored, for particular areas of 

application. Notwithstanding some interesting developments in 

certain force field-based methods aimed at describing chemical 

reactivity (e.g. Q2MM17 or ReaxFF18), DFT remains the only 

generally applicable method for computations on transition 

metal-catalysed processes that yields precise results while 

escaping the need for significant development efforts.  

 A multitude of methodological and technological advances 

have contributed substantially to driving DFT improvements 

and have thus strengthened the foundation for synergistic 

computational/experimental studies. In particular, 

improvements in computational efficiency, owing largely to 

hardware advances,19 have enabled DFT calculations using 

realistic system sizes. The introduction of efficient dispersion 

corrections20,21 has enabled realistic treatment of long-range, 

non-covalent interactions, which are essential for large ligands 

and prediction of stereoselectivity.22 Also, implicit solvation 

models23 have proved important for calculation of accurate 

energies and reaction barriers. Effective Core Potentials 

(ECP)24 are also important in the description of transition metal 

catalysis, since their use allows implicit treatment of core 

electrons in heavy elements and partial inclusion of relativistic 

effects through parameterization.          

These and other DFT developments have contributed to the 

success of several of the case stories (vide infra), where the 

interpretation of the measured KIE was assisted by calculations 

of plausible reaction steps and/or entire catalytic cycles.  

 

Calculation of Kinetic Isotope Effects and Tunnelling 

Correction 

Kinetic isotope effects are, in most examples herein, calculated 

within the framework of transition state theory (TST)25,26. In 

TST, the reaction rate is calculated using a Boltzmann type 

expression. From there, the KIE can simply be obtained using 

the difference in zero-point energies (ZPEs). At elevated 

temperatures, the possibility of populating the excited 

vibrational states must be included, which is possible using the 

reduced partition function as introduced by Bigeleisen and 

Mayer11 and used for similar systems by, for example, the 

groups of Houk27 and Singleton.28 

Since TST is purely classical, quantum mechanical (QM) 

effects are introduced as corrections to potential energy surface 

(PES) minima and transition states. The QM corrections to 

minima are the zero-point vibrational energies, as used in all 

examples mentioned herein. The QM correction to the 

transition state is tunnelling.29 Here, an atom penetrates an 

energy barrier instead of passing it, leading to increased 

reaction rates and KIEs compared to TST. Thus, a very large 

KIE is sometimes considered a diagnostic of tunnelling.30 Since 

nuclear tunnelling probability scales inversely with atomic 

mass, the literature has focused mainly on proton transfers.31,32 

However, recent studies have indicated heavy-atom tunnelling 

at low temperature (-78 °C) for allylboration of aldehydes33 and 

even at room temperature in SN2 reactions.34 Thus, nuclear 

tunnelling may be important at conditions other than at low 

temperatures and/or for light atoms. However, at the elevated 

temperatures (>100 °C) in the examples of homogenous 

transition metal catalysis in this perspective, tunnelling 

contributions are likely negligible, as the large thermal 

activation strongly favours barrier passing. Nevertheless, some 

catalytic studies include a rough estimate for tunnelling effects 

such as the tunnelling correction due to Wigner.35,36 In this 

approach, which applies for small tunnelling effects, and 

neglects barrier height,37 the tunnelling corrected rate constant 

is the TST rate constant multiplied with the factor: 

��������	
 = 1 + 1
24 �

ℎ�
��	�

�
 

 

where ω is the TS imaginary frequency, h is Planck’s constant, 

and kB is Boltzmann’s constant. This correction was used in a 

study of anthracene hydroxylation by De Visser et al.38 and 

demonstrated mostly negligible effects at ambient conditions 

for aromatic hydroxylation by Fe(IV)-oxo complexes. 

However, the KIE associated with hydrogen abstraction 

increased from 10.5 to 13.2 after applying the Wigner 

correction. 

 When substantial tunnelling contributions are expected, 

reaction rates and KIEs may be calculated e.g. in the framework 

of canonical variational transition (CVT) state theory39 using 

canonically optimized multidimensional tunnelling.40,41 

 

DFT Accuracy 

An obvious choice, when trying to strengthen the agreement 

between computational and experimental results, is to carry out 

calculations at a high level of theory. However, merely adding 

basis functions does not systematically improve the prediction 

of experimental KIEs in all cases. This was demonstrated e.g. 

in the study of gas phase SN2 reactions,34 where triple-zeta basis 

sets (6-311+G(d,p) and aug-cc-pVTZ) in most cases produced 

larger mean-unsigned errors compared to double-zeta basis sets 

(6-31+G(d,p), and aug-cc-pVDZ). Also, the choice of density 

functional requires consideration. For example, the 

B3LYP42,43,44,45 functional is popular in general computational 

chemistry and has been used in several studies on homogeneous 

transitional metal catalysis. However, B3LYP has certain 

known deficits. For instance a benchmark of the performance of 

density functionals for main group thermochemistry, kinetics 

and non-covalent interactions by Goerigk and Grimme,46 

demonstrated poor performance by B3LYP in the absence of 

empirical dispersion corrections. Also, B3LYP barrier 

underestimation by an average of 4.4 kcal/mol was found in a 

study of main group non-hydrogen transfer reactions by Truhlar 

et al.47 Poor B3LYP barrier prediction was also found in the 

Schwartz hydrozirconation reaction,48 although the agreement 

with high-level wave-function calculations was improved by 

including the D3-dispersion correction.   

 BLYP4343,4444 and B3LYP were found to erroneously predict 

instability (by ~5.5 kcal/mol) of phosphine binding to Grubbs’ 

ruthenium pre-catalysts for olefin metathesis, whereas the 

Minnesota functionals, including M06, approximated the 

experimental binding energy estimate of -3.4 
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Formatted:
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kcal/mol.49Another study on Grubbs metathesis catalysis 

including comparison with NMR, demonstrated an 

improvement of ~0.5 kcal/mol when using M06 rather than 

B3LYP for the prediction of conformer stability.50  

 Recently, Steinmetz and Grimme51 benchmarked 23 density 

functionals against CCSD(T)/CBS reference data for the 

computation of Pd- and Ni-catalysed single bond activations in 

various main group compounds, considering in each case the 

reactant complex, barrier and reaction energy. They found that 

the D3 dispersion left barriers unaffected, but had a substantial 

and positive effect on reaction energies. 

 In summary, these findings indicate that join-computational 

studies benefit from prior benchmarking of a variety of DFT 

functionals and basis sets. Also, the D3 dispersion correction 

adds little to the computational load and its inclusion generally 

improves agreement with experiment.   

 

 

Discussion 

 

Before treating a few examples of synergy in more detail, we 

want to give an overview over the synergistic effects between 

experimental and computational mechanistic investigations that 

have been achieved in the past 10-15 years. We will begin by 

introducing a number of iron-catalysed processes, which will be 

followed by studies of rhodium-, iridium-, palladium- and 

nickel-catalysed reactions. 

 

In 2002, De Visser et al. studied the cytochrome P450-

catalysed allylic hydroxylation and epoxidation of propene. 

Through good agreement between experimental and calculated 

KIE, they were able to determine the nature of the transition 

state as hydrogen abstraction species.52 A combined 

experimental and computational study also helped Li et al. in 

2009 in determining the spin state of iron in the P450-catalysed 

oxidation of tertiary amines.53 In 2012, Kwiecien et al. 

succeeded in determining the exact mechanism for the P450-

catalysed oxidative ring opening of the bicyclic amine 

nortropine.54 The synergistic approach of experimental and 

DFT methods was crucial in determining the mechanism of the 

hydroxylation of anthracene by De Visser et al. in 2007,38 the 

cross-coupling between aryl chlorides and alkyl magnesium 

bromides, by Kleimark et al. in 200955 and the amination of a 

wide range of allylic and benzylic sp3 CH-bonds by Liu et al. in 

2013.56 For all of these examples, the mechanistic outline was 

set by experimental evidence while DFT calculations provided 

more detailed information, such as the precise structure and 

oxidation state of the metal catalyst. 

In the investigation of several rhodium-catalysed reactions, 

such as the hydrosilylations of ketones by Schneider et al. in 

2009,57 the amination of benzylic methylene groups by Nörder 

et al. in 201258 and the alkylation of pyrazoles by Algarra et al. 

in 201459 DFT calculations helped in the distinction between 

pathways based on experimental evidence. They were also vital 

in the rationalization of the experimentally observed unusual 

regioselectivities in the hydroformylation of a substituted 

pentene (3,4,4-trimethylpent-1-ene) published by Lazzaronia et 

al. in 2012.60 For the iridium-catalysed Si-H bond activation of 

triethyl- and triarylsilanes by Sieh et al. in 2013, DFT 

calculations provided a detailed explanation for the nonlinear 

Hammett plot by proving the viability of both a nucleophilic 

and an electrophilic pathway.61 In the iridium-catalysed C-H 

activation of benzene by Tenn et al. in 200662 and in the 

hydrogenation of CO2 by Wang et al. in 201263 the DFT 

calculations allowed determination of the exact reaction 

pathways, which involved rate-determining coordination of 

benzene and base-assisted heterolysis of H2, respectively.  

 

The palladium-catalysed amination of aryl chlorides with 

anillines was investigated by Hoi et al. in 2012 by performing a 

Hammett study that suggested the reductive elimination as rate-

determining step. Computational results supported this 

conclusion and also correctly predicted the order of reactivity 

for differently substituted substrates.64 In the Tsuji-Trost 

alkylation of 2-substituted allylic substrates, Kim et al. in 2014, 

were able to explain the unusual anti-selectivity with a 

combination of experiments and DFT calculations that favoured 

the corresponding cationic intermediate.65 That the application 

of DFT methods can do more than just explain existing 

mechanistic proposals and lead to the discovery of new ones 

was illustrated by Sanchez et al. in 2007 for the case of the 

palladium-catalysed direct arylation of benzoxazoles.66 A novel 

ring opening pathway, involving the generation of 

isocyanophenolate as key intermediate and fast arylation, were 

supported both by the results obtained in a Hammett study and 

by DFT calculations. 

Comparison of experimental and theoretical KIE values in the 

Ni-carbene-catalysed dehydrogenation of ammonia borane by 

Zimmermann et al. in 200967 and the hydrofluoroarylation of 

alkynes by Guihaumé et al. in 2012,68 enabled the respective 

authors to draw conclusions as to the exact nature of the active 

species and the most likely pathway. The Ni-carbene-catalysed 

reaction was proposed to proceed through a mono-carbene 

species with involvement of the carbene in the hydrogen 

transfer. The hydrofluoroarylation was shown to proceed 

through a Ni(II)-dialkyl species and not through a Ni(II)-

hydride. 

 

To illustrate that the synergistic approach has been applied to 

the whole range of transition metal-catalysed reactions, we 

want to highlight a few examples that involve some of the less 

frequently used transition metals. The first of these is the well-

known osmium-catalysed asymmetric dihydroxylation also 

known as the Sharpless asymmetric dihydroxylation.69,70 Here, 

a combined theoretical and experimental KIE studiey by 

Delmonte et al. in 1997 were finally able to provide conclusive 

evidence in the much debated search for the correct 

mechanism.71 Good agreement between the two determined 

KIE values showed the reaction to proceed via a 3+2 

cycloaddition rather than a stepwise mechanism. The next 

example we want to highlight is the cobalt-catalysed 
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polymerization of ethane, published by Zeller et al. in 2002, for 

which the experimental KIE matched the calculated one and 

supported an insertion mechanism for the formation of long 

chain alkanes.72 In 2011, Gao et al. studied the zinc-catalysed 

cleavage of a phosphodiester RNA analogue. In their study, an 

agreement between the experimental and the calculated KIE 

allowed them to confirm a concerted reaction mechanism over 

a stepwise one.73 Finally, DFT calculations, applied to the 

silver-catalysed insertion of carbenes into alkanes by Flores et 

al. in 2012, were able to correctly reproduce the experimentally 

observed inability to functionalize methane. This is owed to the 

fact that the rate-limiting step for methane switches from the 

carbene formation to the insertion step.74  

RHODIUM-CATALYSED DECARBONYLATION OF ALDEHYDES 

The first example we want to discuss in more detail, is the 

rhodium-catalysed decarbonylation of aromatic aldehydes. This 

reaction was investigated due to its potential in the valorisation 

of biomass, as the described transformation reduces the oxygen 

content of a suitable compound, which is one of the major 

challenges in biomass utilization.75  

 

 
Scheme 2 Rhodium-catalysed decarbonylation of 2-naphtaldehyde. 

In 2008, Fristrup et al. performed a mechanistic investigation 

on their previously published reaction shown in Scheme 2.76,77 

The objective of this study was to uncover the mechanism of 

the decarbonylation reaction through a computational study and 

confirm the findings by experimental evidence. Based on 

previously published results, the authors tentatively suggested 

that the catalytic cycle could consist of oxidation, addition of 

the aldehyde, migratory extrusion of CO and finally reductive 

elimination.78 A KIE of 1.77 for the reaction with benzaldehyde 

was determined by comparing the reaction rate of 

benzaldehyde-d1 with the reaction rate of the undeuterated 

substrate in a competition experiment. With this method, the 

full KIE of the selectivity-determining step can be measured 

even in cases where this step is not the overall rate-determining 

step.13  

The computational investigation revealed the rhodium complex 

carrying an apical hydride and a carbon monoxide to be the 

energetically most favourable starting point for the reaction. 

Starting from this complex, the full catalytic cycle was 

calculated (Scheme 3). The suggested mechanism involves 

replacement of one of the carbonyl ligands with the aldehyde, 

as is shown at the top of the scheme. The following oxidative 

addition of the aldehyde to the metal forms the square 

pyramidal rhodium hydride shown at the bottom of the figure. 

The transition state for this transformation is shown in Figure 2. 

The final steps in the catalytic cycle are migratory extrusion 

into the acyl C-C bond followed by reductive elimination of 

benzene. 

 
Figure 2 Transition state for the oxidative addition of benzaldehyde 
to the square-planar rhodium(I) complex. The breaking C-H bond 
and the forming Rh-H bond are indicated with dashed lines with 
annotated bond distances. 

The Hammett study, performed by the authors, afforded a ρ-

value of +0.79, indicating a build-up of negative charge in the 

rate-determining step, pointing to either the oxidative addition 

or the migratory extrusion as the rate-determining step. 
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Scheme 3 Final catalytic cycle for the rhodium-catalysed 
decarbonylation of aldehydes. 

A computational estimation of the KIE was carried out, using 

the initial [Rh(dppp)CO(PhCHO)]+ complex as resting state 

together with either of the three possible transition states 

(oxidative addition, migratory extrusion or reductive 

elimination). The obtained KIE of 1.80, for the calculations 

assuming the migratory extrusion as rate-determining step, was 

in very good agreement with the experimental value of 1.77.  

Together with the fact that the Hammett ρ-value for the reaction 

of phenyl acetaldehyde was close to the one for benzaldehyde, 

this provides strong evidence for the rate-determining nature of 

the migratory extrusion.  
The energetic profile for the decarbonylation is depicted in 

Figure 3.. 

Figure 3 Energy profile for the rhodium-catalysed decarbonylation 
of benzaldehyde.  

IRIDIUM-CATALYSED ALKYLATION OF ALCOHOLS WITH AMINES 

The synthesis of carbon-nitrogen bonds lies at the very core of 

organic chemistry. Their synthesis does, however, often 

generate stoichiometric amounts of waste due to the use of 

coupling reagents. A more sustainable and atom-economical 

transition metal-catalysed approach is therefore desirable. One 

of the successful methodologies described in recent years is the 

iridium-catalysed direct coupling of alcohols with amines. The 

example that we want to discuss here is depicted in Scheme 4.79 

The mechanism of this particular reaction was studied by 

Fristrup et al. in 2012 through a Hammett study for each of the 

two reactants, determination of kinetic isotope effects and 

computational modelling of the reaction pathway employing 

DFT in combination with the B3LYP or the M06 functional.80  

 

 

Scheme 4 Iridium-catalysed amination of benzyl alcohol which 
serves as the model system upon which the mechanistic study is 
based. 

The first Hammett study, performed on a series of para-

substituted benzyl alcohols, afforded a ρ-value of -0.92, 

indicating an accumulation of positive charge on the benzylic 

position during the course of the reaction. The second Hammett 

study, using para-substituted anilines, likewise afforded a 

negative ρ-value of -1.92. A KIE of 2.48 was found in the 

competition experiment between α-deuterated benzylalcohol 

und undeuterated benzylalcohol. These results indicate a rate-

determining cleavage of the benzylic C-H bond. 

From this finding, the authors concluded the imine formation to 

be selectivity determining. An imine that was added in a 

crossover-competition experiment was not reduced under the 

reaction conditions, which indicated formation and 

consumption of the imine in the coordination sphere of the 

iridium catalyst. The monohydridic nature of the active catalyst 

was determined by the absence of isotope scrambling in an 

added α-deuterated alcohol.81 On the basis of these 

experimental findings, a thorough computational investigation 

was performed using DFT with either the B3LYP or the M06 

functional. The calculation of ∆G for the dissociation of the 

dimeric starting iridium complex to the monomeric species, 

using B3LYP, showed the dissociation to be favourable by 22 

kJ/mol. The same calculation, using the M06 functional, 
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predicted the dissociation to be disfavoured by 65 kJ/mol. 

Overall, it can be assumed that the entropic contribution of 

dissociation and the presence of competent ligands such as 

amines and alcohols make the formation of the monomeric 

species possible. The difference between the results obtained 

from B3LYP and M06 must arise from the additional 

stabilization of the dimeric complex due to the contribution of 

dispersion forces that are partially included in the M06 

functional and neglected in the B3LYP functional. 

A catalytic cycle was then constructed based on four 

elementary steps: alcohol oxidation, hemiaminal formation, 

imine formation (elimination of water), and reduction of the 

imine (Scheme 5). 

 

  

Scheme 5 Full catalytic cycle for the iridium-catalysed amination. 

In line with the negative ρ-value obtained in the first Hammett 

study, the transition state for the β-hydride elimination (Figure 

4) shows a significant increase in positive charge on the 

benzylic carbon atom (ESP charges). Several scenarios for the 

following hemiaminal formation can be imagined, including 

nucleophilic attack from differently stabilized internal or 

external amines. The product of these transformations is an 

iridium complex that coordinates the hemiaminal and 

spontaneously forms the corresponding imine-iridium complex. 

This complex is then reduced by the iridium hydride to afford 

the final product. The transition state for the reduction is the 

highest lying point on the potential energy surface and is shown 

in Figure 4. The KIE and the results from the Hammett studies 

do not support the reductive elimination as the selectivity-

determining step and it can therefore be assumed that the β-

hydride elimination assumes that role even though later parts of 

the catalytic cycle are energetically more demanding. The 

experimentally determined KIE of 2.48 was matched well by 

the calculated KIE of 2.70, which is derived from the 

frequencies for the selectivity-determining step, the β-hydride 

elimination. 

 

Figure 4 Transition state for the β-hydride elimination in the iridium-
catalysed amination of benzaldehyde. 

PALLADIUM-CATALYSED ALLYLIC C-H ALKYLATION 

In 2012, an investigation of the palladium-catalysed allylic C-H 

alkylation, a reaction that was discovered by White et al. in 

2008,82,83 was published by Engelin et al. (Scheme 6).84 

 

Scheme 6 Palladium-catalysed allylic alkylation by way of C-H 
activation. 

The reaction is an example of a transition metal-catalysed C-H 

activation, a field that has received an increasing amount of 

attention in recent years due to its potential as versatile and 

atom-economic transformation in organic synthesis.85,86 An 

experimental study revealed a positive Hammett ρ-value of 

0.37, indicating an accumulation of negative charge in the rate 

determining transition state, suggesting a pathway that involves 

the abstraction of an allylic proton. 

The KIE for the reaction of allylbenzene, fully deuterated in the 

benzylic position with nitromethane, was measured to be 5.5. 

Conducting the KIE experiment in two separate flasks, instead 

of as a direct competition, afforded a significantly lower KIE 

value of 2.6. This second KIE relates to the whole catalytic 

cycle, while the previously determined value of 5.5 corresponds 

to the difference in reactivity in the single step in which the C-

H bond is broken.87 The lower KIE for the overall cycle 
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indicates the existence of another step that has influence on the 

rate of the reaction. Isotope scrambling was not observed, 

which points to the irreversibility of the hydrogen/deuterium 

transfer reaction. Overall, the experimental results point to a C-

H activation in which an irreversible proton abstraction is rate 

determining. 

  

Scheme 7 Proposed catalytic cycle for the palladium-catalysed 
allylic C-H alkylation. 

The authors then performed a computational study of the 

reaction mechanism utilizing B3LYP-D3, following the general 

mechanism shown in Scheme 7, which is derived from the 

mechanism suggested for the classical Tsuji-Trost allylic 

alkylation.88 The main question to be answered in this 

investigation was the nature of the transition state for the 

hydrogen abstraction, which in the experimental part had been 

shown to play an important part in the determination of the 

reaction rate. Fristrup et al.84 suggest five different scenarios 

for the hydrogen abstraction: two scenarios in which an 

external acetate, two in which an internal acetate and one in 

which the sulfoxide ligand participates in the deprotonation, 

shown in Scheme 8. 

 
Scheme 8 The five different hydrogen abstraction scenarios studied 
by Engelin et al.: two with deprotonation by internal acetates, two 
with deprotonation by external acetates and one with deprotonation 
by the sulfoxide ligand. 

 

The kinetic isotope effects for these five proposals were 

calculated and showed the reaction to proceed via 

deprotonation by an internal acetate (i.e. an acetate coordinated 

to palladium) as the computational KIE value for this 

mechanism of 5.5 exactly matched the experimental value. The 

structure of the transition state for this deprotonation is shown 

in Figure 5. The calculated preference of 8:1 for the linear 

product over the branched product was reasonably well 

matched by the experimental ratio of 4:1.  

 

Figure 5 Transition state for the internal acetate abstraction. 
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The full energy diagram for the final mechanistic proposal is 

shown in Figure 6.89 

 

Figure 6 Energy diagram for the final mechanistic proposal in 
kJ/mol.  

The experimental and computational results, in particular the 

obtained KIE values, match very well and grant credibility to 

the proposed mechanism illustrating the advantages of the 

combined approach.  

RUTHENIUM-CATALYSED AMIDATION OF ALCOHOLS 

The next example, we want to highlight, is concerned with the 

oxidative amidation of benzylic alcohols. This reaction has 

significant synthetic potential, as amide bonds are one of the 

most abundant and most important classes of chemical bonds in 

nature as well as the chemical industry. It is therefore of 

considerable interest to understand the mechanism of this 

transformation to not only improve the selectivity and the yield, 

but also the substrate scope, catalyst loading and catalyst 

lifetime. 

In 2012, Makarov et al. studied the mechanism of the reaction 

shown in Scheme 9,90 which, as the quantitative isolated yield 

suggests, was a very clean and effective reaction and therefore 

ideal for a mechanistic investigation. The reaction was first 

published by the same group in 2008.91  

 
 
Scheme 9 Ruthenium-catalysed amidation of benzylic alcohol. 

A Hammett study was carried out using a series of para-

substituted benzyl alcohols resulting in ρ-value of -0.15, 

indicating a small build-up of positive charge at the benzylic 

position during the rate-limiting step. The small absolute value 

indicates the likely influence of several steps on the reaction 

rate. The reaction proved to be first order in ruthenium catalyst, 

indicating a mono-metal species as active catalyst.  

Experiments with alcohols deuterated in the α-position showed 

rapid scrambling of deuterium with the hydrogens on OH and 

NH2, even before the reaction itself had begun, suggesting a 

reversible β-hydride elimination, the involvement of a 

dihydride species as intermediate and a migratory insertion step 

to form dihydrogen. Experiments performed with the diiodide 

complex instead of the dichloride showed similar initial rates, 

indicating the absence of halides in the catalytically active 

species. The KIE for the reaction with the commercially 

available, fully deuterated 1-butanol was 2.29, suggesting the 

C-H bond breaking, for example a β-hydride elimination, to 

have influence on the reaction rate.  

NMR studies revealed the presence of ruthenium hydride 

complexes as well as complexes with and without phosphine. 

They furthermore showed rapid release of p-cymene from 

ruthenium indicating that the active catalyst most likely does 

not include p-cymene. 

To fully elucidate the mechanism of the reaction, a 

computational study using the M06 functional was undertaken. 

Most of the overall mechanism, such as the involvement of a β-

hydride elimination, a migratory insertion and some details on 

the structure of the active catalyst, had been determined 

experimentally. Therefore, the main challenge to be solved by 

this computational study was to confirm the mechanistic 

proposal and clarify the fine details such as the distinction 

between the two pathways in which either the hydride (pathway 

a) or the amine (pathway b) are located trans to the alkoxide. 

The full catalytic cycle is shown in Scheme 10. 

   

Scheme 10 Proposed catalytic cycles for the ruthenium-catalysed 
amidation of alcohols. (PCy3=tricyclohexylphosphine) 

The previously mentioned isotope scrambling is endothermic 

for pathway a and exothermic for pathway b, making pathway b 

the more likely scenario. Another piece of computational 

evidence supporting pathway b is the fact that the rate 

calculated from the energetic span of the whole catalytic cycle 

is close to the experimentally observed one, while the 

calculated rate for pathway a is off by a factor of 106. The 

calculations of turnover frequency (TOF) were carried out 
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using the scheme proposed by Shaik and Kozuch.92 The 

calculated KIE for the reaction with benzylamine of 3.78 does 

not fit well with the experimentally determined value of 2.29. 

The authors explain this discrepancy with the fact that different 

amines were used in the experimental and computational parts 

and propose that the α substituent on the amine has significant 

influence on the observed KIE. Furthermore, KIE for the 

related ruthenium-catalysed hydrogenation vary 

significantly.93,94  

Overall, the experimental and theoretical results do not match 

perfectly, but the experimental evidence is still able to 

sufficiently validate the computational results. This study 

provides insight into the mechanism of the ruthenium-catalysed 

oxidative amidation of alcohols that may, as the authors 

suggest, be used to perform in-silico ligand studies in the 

future.  

 

IRIDIUM-CATALYSED INTRAMOLECULAR HYDROAMINATION 

 

The next example for the synergy between experimental and 

computational mechanistic investigations, is the iridium-

catalysed intramolecular hydroamination published by Hesp et 

al. in 2010.95 The reaction is fully atom economic and hence in 

agreement with the general trends and goals of sustainable 

chemistry. 

The optimized reaction conditions, shown in Scheme 11, 

included the use of an impressively small catalytic amount of 

the cyclooctadiene iridium chloride dimer in slightly 

superheated 1,4-dioxane to afford the desired product in 88% 

isolated yield.  

 

  
Scheme 11 Reaction conditions for the iridium-catalysed 
intramolecular hydroamination. 

   

In order to examine the mechanism of this iridium-catalysed 

hydroamination an experimental as well as computational study 

were undertaken. Experiments performed, to test the kinetic 

order of the different constituents of the reaction, showed the 

reaction to be first order in the catalyst, pointing to a 

monomeric active catalytic species, and inverse order in 

substrate, which points to either substrate or product inhibition. 

A Hammett study, utilizing a series of para-substituted 

anillines, afforded a ρ-value of -2.4, indicating an accumulation 

of positive charge in the transition state of the rate-determining 

step. A kinetic isotope effect study comparing the reaction rates 

of N-deuterated and undeuterated substrate afforded a KIE of 

3.4. This finding suggests the cleavage of the N-H bond to 

occur in the rate-limiting step, for the details of which, one can 

envision several different possibilities. A study of the activation 

parameters for the reaction afforded a reaction enthalpy ∆H* of 

20.9 kcal/mol, an activation energy (Ea) of 21.6 kcal/mol and a 

large negative reaction entropy ∆S*, which points to a highly 

ordered transition state. Conductivity measurements suggested 

the absence of chloride in solution during the reaction, 

indicating coordination of the chloride to the metal throughout 

the reaction. On the basis of previously suggested mechanisms 

for similar reactions in the literature, the authors performed a 

computational study of the C=C bond activation mechanism 

and the N-H bond activation mechanism shown on the left and 

the right side of Scheme 12, respectively.   
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Scheme 12 Representation of the two initially suggested mechanisms, C=C bond activation and N-H bond activation. 

 

 

 

 

 

 

 

The first suggested pathway, the N-H bond activation route, 

starts with the oxidative addition of iridium into the N-H bond. 

It is followed by insertion of iridium into the olefin, reductive 

elimination of the alkene and displacement of the cycloamine, 

which is the final product of the reaction, by another molecule 

of the starting material. The oxidative addition into the N-H 

bond has a large activation barrier of 38.2 kcal/mol and is 

strongly exergonic (∆G=25.7 kcal/mol). And even though the 

rest of the mechanism is energetically feasible, the large energy 

barrier for the first step of this pathway makes it an unlikely 

candidate.  

 

The second proposed reaction pathway is the C=C bond 

activation mechanism, in which coordination of the alkene to 

iridium is followed by nucleophilic attack of the nitrogen on the 

δ-carbon to form the five-membered ring. Overall protonolysis 

of the Ir-C bond then liberates the product, which is replaced by 

another molecule of substrate. This pathway fits with the 

experimental findings of facile ring-formation, reductive 

elimination that involves breakage of the Ir-H as rate 

determining step and the accumulation of positive charge in the 

rate determining transition state. Furthermore, the calculated 

total energy barrier of 24.6 kcal/mol fits well with the 

experimentally determined value of 21.6 kcal/mol. The final 

proposed catalytic cycle, including some of the elucidated 

details, is shown in Scheme 13. 

 

 
Scheme 13 Final mechanistic proposal for the iridium-catalysed 
intramolecular hydroamination. 
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The structure of the transition state for rate-determining reductive 

elimination is shown in Figure 7. 

 

Figure 7 Transition state for the reductive elimination of the cyclic 
amine. The Ir-C distance of 2.28 Å is indicated in the figure. 

 

 

CONCLUSIONS AND OUTLOOK 

In this perspective, we have briefly highlighted the 

developments within computational chemistry over the last 

decade or so that have enabled near-quantitative description of 

transition metal-catalysed reactions. We have also introduced 

some of the most popular experimental approaches, namely 

determination of kinetic isotope effects and Hammett 

substituent effects, both of which can often be determined using 

competition experiments. The level of accuracy that can be 

expected is highlighted through a series of case studies 

performed over the last five years that includes catalysis 

performed by rhodium, iridium, palladium, and ruthenium. The 

combined use of experimental and theoretical methods have in 

all cases led to additional insights that were not possible using 

either of the two separately. The inclusion of experimental 

results can also be used to benchmark the theoretical methods 

and provide guidelines for where the theoretical framework 

should be further developed. It is obvious that the rapid 

increase in computational resources constantly pushes the 

boundaries for what chemical challenges can be solved using 

computational chemistry. We are slowly approaching a time 

where proficient catalysts can be predicted entirely in silico. 

But, until we reach this goal, the complementary experimental 

investigations will remain an indispensable tool for the 

chemical community. 
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