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Effect of TiO2 particles on normal and resonance Raman spectra of
Coumarin 343: A theoretical investigation†

Linzhi Yang,a Wenpeng Wu,b and Yi Zhao∗a

It is well known that interfacial structures and charge transfer in dye-sensitized solar cells are extremely important for the
enhancement of cell efficiency. Here, the normal Raman spectra (NRS) and resonance Raman spectra (RRS) of a C343-sensitized
TiO2 cluster (Ti9O18) are theoretically predicted from combined electronic structure calculations and vibrationally-resolved
spectral method to reveal the relationship between interfacial geometries and excited-state dynamics. The results show that
although the NRS of both the free C343 and C343-TiO2 cluster correspond to the vibrational motions of C343 in a high frequency
domain, their mode frequencies show obvious differences due to the interaction of TiO2 cluster on C343, and several new Raman
active fingerprint modes, such as bidentate chelating bonding modes, can be used to determine interfacial geometries. However,
the resonance Raman activities of low-frequency modes are significantly enhanced and several modes from the TiO2 cluster can
be observed, consistent with experimental measurement. Furthermore, the RRS from a local excited state and a charge transfer
state of C343-TiO2 are dramatically different, for instance, new Raman active modes with 1212 cm−1, 1560 cm−1 and 1602
cm−1, corresponding to the motions of CH2 rocking, C=C/C-N/C=O stretching and C=O/C=C stretching, appear from the charge
transfer state. The obtained information of mode-specific reorganization energies from these excited states are greatly helpful to
understand and control interfacial electron transfer.

1 Introduction

Dye-sensitized solar cells (DSSCs) have attracted a great at-
tention over the past decades due to their low cost and rela-
tively high light-to-electricity conversion efficiency1–5. DSS-
Cs are based on transition metal complexes or organic dye
molecules that adsorbed on a semiconductor, such as titani-
um dioxide (TiO2). Commonly, the ground states of chro-
mophores are located within the band gap of TiO2, and the
photo-induced excited states are in resonance with the con-
duction band of semiconductor. It is now known that photo-
induced ultrafast charge transfer (CT) at the interface of chro-
mophore and semiconductor is an important process for the
enhancement of solar energy conversion efficiency. Accord-
ingly, this CT process has been extensively investigated, and t-
wo possible CT ways are suggested. The first one is that a pho-
to absorption creates the excited state of adsorbed molecule
and sequentially the excited-state electron injects into the con-
duction band6–10. The second one is that a photo excitation di-
rectly generates a CT state in which the electron and hole are
distributed on the TiO2 and chromophore, respectively11–14.
Theoretically, either the full quantum mechanism based on
modeling Hamiltonians15–19 or mixed quantum-semiclassical
(classical) methods on explicit atomistic simulations10,20–23
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has been proposed to investigate real time charge transfer dy-
namics, and most results point to the first mechanism of charge
transfer.

On the other hand, resonance Raman spectra (RRS) have al-
so been proposed to investigate the electron injection process.
RRS essentially provide a good estimate of vibrational fre-
quencies and reorganization energies (see, for instance, refer-
ences24–27). The analysis of RRS intensities can obtain excit-
ed state dynamics in a subpicosecond time scale and describe
photo-induced ultrafast mode-specific CT processes. Indeed,
several experiments28–30 have measured the RRS from the C-
T state, which has been modeled from the time-dependent
wave packet propagation formulism25,31. However, it has
been demonstrated that the first CT mechanism at the inter-
face mentioned above is a favorable way for most dye sensi-
tized TiO2 nanoparticles8,10,23,32–36, and the RRS from a local
excited state of dye-sensitized systems should have a different
property from a CT state. In this paper, we therefore inves-
tigate RRS from both the local excited state and CT state to
reveal detailed information to understand CT dynamics.

In our previous work37, we have calculated the normal
Raman spectra (NRS) and RRS of Coumarin 343 (C343)
molecule and found that both the NRS and RRS are suit-
able tools to identify the different isomer structures of C343
because the spectral intensity is very sensitive to C343 ge-
ometries. Here, we take C343-TiO2 as an example for the
present purpose due to our knowledge for the RRS of C343,
and available experimental RRS38 for comparison. Unlike a
single C343 molecule, the density of C343-TiO2 excited s-
tates is commonly very high, leading to a difficulty to opti-
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mize the geometries of different excited states. Furthermore,
it is still a challenge in present electronic structure methods to
calculate the mode-specific reorganization of TiO2 semicon-
ductor required in RRS, because of too many atoms involved.
Fortunately, several investigations39,40 have shown that a s-
mall cluster TiO2 (Ti9O18) can essentially catch the dominant
energy-level property of C343-TiO2 system. We thus use the
similar TiO2 cluster model to mimic the behaviors of TiO2
semiconductor, and the vertical gradient method is adopted
to estimate the mode-specific reorganizations to avoid the d-
ifficulty for the optimization of excited-state geometries. In
spite of these simplified calculations, it is expected that RRS
should reveal the key interfacial structures between C343 and
TiO2 particle and detailed information for understanding CT
processes.

In the concrete implementations, we first construct several
interfacial structures between C343 and TiO2 cluster, and then
use the NRS to reveal interfacial geometric information. In
the electronic structure calculations for excited states, suitable
quantum chemistry methods have to be carefully chosen to
correctly obtain the structure parameters because the CT states
are commonly involved in the C343-TiO2 system. Although
wavefunction-based approaches have a high-level accuracy,
they are still meeting a numerical challenge in the present
application. We thus adopt density functional theory (DFT)
and time-dependent DFT (TDDFT) with suitable functional-
s to calculate electronic structure information to incorporate
the long-range CT interaction. With the obtained structure pa-
rameters, the NRS can be easily obtained from Guassian soft-
ware. In the calculation of RRS, the excited-state dynamics is
required. Here, we will use the quantum correlation function
method which has an analytical expression under a harmonic
oscillator model41.

The paper is organized as follows. Section 2 outlines the
expression for the calculation of RRS and electronic structure
methods for the calculations of geometric parameters. Section
3 illustrates results including the geometries, NRS and RRS.
Concluding remarks are given in Section 4.

2 Computational methods

2.1 Resonance Raman spectra

In order to calculate RRS, one needs to know the Hamiltonian
of two electronic states

H = |g⟩Hg⟨g|+ |e⟩(He +ωeg − iγ)⟨e|. (1)

Here, |g⟩ and |e⟩ represent the electronic ground and excited
states, respectively. ωeg is the difference between the potential
energy minima of the two electronic states. γ is the factor
related to the |e⟩-state lifetime. Under the harmonic oscillator

approximation, the nuclear Hamiltonians of electronic ground
and excited states can be written as

Hg =
1
2

N

∑
j
(P2

g j
+ω2

g j
Q2

g j
), (2)

He =
1
2

N

∑
j
(P2

e j
+ω2

e j
Q2

e j
), (3)

where Q are the mass-induced nuclear coordinates and P are
the corresponding momentum, ω j is the vibrational frequency
of the j-th mode. The normal-mode coordinates of ground and
excited states are correlated by Duschinsky rotation matrix S
by Qe = SQg +D. D is the displacement between the equilib-
rium configurations of two electronic states. The eigenvalue
and eigenwavefunction of vibrational Hamiltonian are labeled
by (ng,e +1/2)h̄ωg,e and |ng,e⟩, respectively.

The differential photon scattering cross section of RRS is
given by42

σ(ωL,ωS) =
4ωLω3

S
9c4 S(ωL,ωS). (4)

Here, ωL and ωS denote the frequencies of incident and s-
cattering photons. c is the speed of the light, and the reso-
nance Raman line shape S(ωL,ωS) is given by the Kramers-
Heisenberg-Dirac expression43

S(ωL,ωS) = ∑
ng,mg

PngIng,mg(ωL)δ (ωS −ωL − εng + εmg), (5)

where Png is the thermal population distribution on the ground
state, and Ing,mg is the Raman excitation profile from the vibra-
tional state |ng⟩ to |mg⟩, and it has the following expression in
a time domain

Ing,mg = 2π
∣∣∣∫ ∞

0
dtei(ωL−ωeg+εng )t−γt ×Cmn(t)

∣∣∣2 (6)

with the correlation function

Cmn(t) = ⟨g,mg|µe−iHet µ |g,ng⟩, (7)

where µ is the transition dipole moment. The key step for RRS
calculations, therefore, is to propagate the excited-state wave-
function µ|g,ng⟩ generated by laser excitation. There are con-
siderable approaches to do it24–26,44. Under the Condon ap-
proximation, these correlation functions have analytical solu-
tions41. Thus, once the correlation functions are known, RRS
can be easily obtained by Fourier transforms. In the present
system, the vertical gradient approximation is adopted to get
the coordinate shift D, which hints that the Duschinsky rota-
tion matrix S is unit and the mode frequencies in ground and
excited states are the same. By introducing a coordinate trans-
form Q̄ = Q/

√
ω , one can express Cmn(t) by

Cmn(t) = exp[ f (t)D̄2](m!n!2m+n)−1/2[β (t)]m+n (8)
k∗

∑
k=0

(2k)!
k!

ηmnk ×Hm+n−2k[ f (t)D̄/β (t)],
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where

f (t) = −1
2
[1− exp(−iωgt)], (9)

β (t) = [−1
2

exp(−iωgt)]1/2, (10)

ηmnk =
2k

∑
q=0

(−1)qC2k−q
m Cq

n , (11)

with

Cl
m =

m!
l!(m− l)!

. (12)

2.2 Electronic structure methods

It is known that long-range corrected hybrid density func-
tionals in (TD)DFT can reasonably describe the electronic
structure and excited states with delocalized charge distri-
butions. For the present systems, we find that the CAM-
B3LYP functional45–49 are suitable to describe the CT s-
tates of C343-TiO2. In the geometric optimizations, fre-
quency and vertical excitation energy calculations, we thus
use the (TD)DFT/CAM-B3LYP/6-31+G∗∗ except that the effi-
cient core potential LanL2DZ basis set is adopted for Ti atom-
s. The obtained frequencies are scaled by a factor of 0.964.
Meanwhile, we also use conductor-like polarizable continuum
model (CPCM)50,51 to consider the solvent effect on geome-
tries and excitation energies. All the quantum chemical cal-
culations are performed with a Gaussian09 programme pack-
age52.

The displacement D and Duschinsky rotation matrix S can
be calculated from a project technique53–55 by D = LT

e d and
S = LT

e Lg, where Lg and Le correspond to the transform ma-
trix for ground and excited states, respectively, which are ob-
tained by the diagonalization of mass-weighted Hessian ma-
trix H as LT HL = ω2. d(= xg −xe) is the corresponding shift,
where xg and xe represent the mass-weighted coordinates of
optimal ground and excited electronic states. As mentioned
above, it is not easy to optimize the excited states of C343-
TiO2 because the most excited states are nearly degenerate.
Here, we use a vertical gradient approximation56,57 where it
is assumed ω j

e = ω j
g , and Le = Lg. This approximation has

been demonstrated to be reasonable for absorption, antireso-
nance and RRS58. In this case, we easily find from Eq. (3) that
D j = ω−2

j
∂Ve
∂Q j

, where Ve is the excited-state energy at the op-
timized ground-state geometry. By using the transform matrix
Lg, we get

D j = ∑
i
(ω j)

−2(
∂Ve

∂xi
)Li j

g . (13)

3 Results and discussion

3.1 Geometries and electronic structures of C343-TiO2

In C343-TiO2, the interface geometry is extremely important
for charge separation in solar cells. However, it is a challenge
to theoretically construct the suitable interface arrangemen-
t because of too many possibilities. Fortunately, several avail-
able geometries of C343 and TiO2 are helpful for us to build
the favorable interface structures. We have investigated sev-
eral C343 isomers37, some of which are denoted as Ca, Cb
and Cc as shown in Fig. 1. It displays that the relative ground-
state energies of different isomers are nearly independent of
the N-ring conformers (anti- and syn-), and they are basical-
ly determined by the -COOH conformers37. For instance, the
isomer Ca with an intramolecular H-bond have a lower en-
ergy than Cb and Cc. We also find that anti-C343 isomer-
s have lower ionization energies than syn-isomers. Here, we
thus choose the C343 isomers with low ionization energies be-
cause the electron can transfer from them to TiO2 easily. For
TiO2, a cluster model59–63 has also been proposed to mimic
its electronic and optical properties, and this model should be
very suitable for the present purpose, because it allows us to
detailed investigate the effect of possible interface bond struc-
tures with C343 on vibrationally-resolved spectra. Here, we
use the Ti9O18 cluster and its geometry and property of elec-
tronic structure are available40,64–67.

Based on previous studies4,10,68–75, six possible interfacial
structures are constructed via the C=O and C-O bonds in C343
connected to the TiO2 cluster, and the optimized geometries
are shown in Fig. 1 as 1a, 1b, 1c, 2a, 2b and 2c, respectively. It
is noted that the dissociated proton is attached to the oxygen of
cluster terminal Ti-O bond to keep the system electro-neutral,
and their positions are labeled in Fig. 1 by blue. Therein, 1a,
1b and 1c represent the monodentate interfaces, whereas 2a,
2b and 2c have bidentate structures, in which 2a and 2b are
bidentate chelating to a single metal atom of TiO2 cluster and
2c is bidentate bridging to two titanium atoms. In all six ge-
ometries, the Ti-O bond lengths between C343 and Ti9O18
cluster change in the range of 1.8-2.3 Å, but the C-N bond
lengths are very close to those of C343 itself. Those different
conformers may result in different thermodynamical stability.
From the energies of optimized ground states shown in Ta-
ble 1, we indeed find that 1a, 2a and 2b are more stable than
other conformers. The stability is closely related to the differ-
ent adsorbtion among monodentate, bidentate chelating and
bidentate bridging, also the different ring tensions between
six-membered ring and four-membered ring. For instance, the
bidentate chelating 2a and 2b are more stable than monoden-
tate 1a, 1b and 1c. 2c is bidentate bridging to two titanium
atoms in the six-membered ring, and the atom Ti with a large
radium enhances the ring tension of six-membered ring, lead-
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Fig. 1 The optimized structures of C343 attached to TiO2

Table 1 Relative energies of different conformers of C343-Ti9O18
(in eV)

Conformer 1a 1b 1c 2a 2b 2c
Relative energies 0.08 0.26 0.25 0.06 0 0.52

ing to the highest ground-state energy.
In DSSCs, the energy levels of the highest occupied molec-

ular orbital (HOMO) and the lowest unoccupied molecular or-
bital (LUMO) of dye molecules and semiconductors are com-
monly used to judge whether photo-generated excitons dis-
sociate or not at the interface. We thus calculate the HO-
MO and LUMO energies of C343, Ti9O18 and their complex
C343-Ti9O18 in different conformers and the corresponding
schematic picture is shown in Fig. 2. Obviously, both the LU-
MO and HOMO energies of C343 are higher than those of
Ti9O18 cluster, manifesting that small cluster model of Ti9O18
can essentially catch the dominant energy scheme in DSS-
Cs. It is noted that the calculated LUMO-HOMO energy
gap of Ti9O18 cluster is larger than that of TiO2 semiconduc-
tor. This large energy gap may come from both the smal-
l cluster model and the functional in DFT calculation. It is

well known that CAM-B3LYP functional overestimates the
LUMO-HOMO energy gap. Indeed, the B3LYP functional
predicts the band gap of 4.6 eV, closer to the experimental val-
ue. However, we find that B3LYP functional gives out an in-
correct photo absorption property in the C343-TiO2. We thus
still use CAM-B3LYP to calculate the electronic structures of
excited states because it is suitable to describe charge transfer
states.

For six C343-TiO2 complexes, although the HOMOs essen-
tially come from C343 and the LUMOs are dominantly from
TiO2, their orbital energies are different. After careful com-
parison, we find that these complexes can be classified into
two types, type one includes 1b, 1c and 2b, and type two are
1a, 2a and 2c. Obviously, type one has lower HOMO energies
than type two, resulting in the larger LUMO-HOMO energy
gaps. Further analysis reveals that the HOMO energy levels
heavily depend on the charge distributions in C343 and TiO2
fragments. Typically, the positive charge in TiO2 leads to a
higher HOMO energy level than the negative charge. Whether
the charge is positive or negative in TiO2 is closely related to
the proton position. For instance, in the 1a conformer with
the highest HOMO energy, the proton is bonded on the TiO2
fraction and resulting charge is +0.59 e whereas the proton in
1b conformer is remained in C343 and the charge in TiO2 be-
comes -0.20 e. We thus expect that the proton position can be
used to control the HOMO energy levels.
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Ca 1a 1b 1c 2a 2b 2c Ti9O18
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LUMO

Fig. 2 Energy levels of C343, Ti9O18 and different conformers of
C343-Ti9O18

Although the HOMO and LUMO energy levels are useful to
understand CT processes, the charge transfer rate is essential-
ly determined by electronic states, and electronic absorption
spectra are important to reveal excited-state properties and in-
terfacial interactions. Fig. 3(a) displays the calculated absorp-
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tion spectra of C343 (Ca geometry) and its six conformers
with TiO2. The first vertical excitation energies and corre-
sponding oscillator strengths of these geometries are listed in
Table 2. For the C343 molecule, the first peak of absorption
corresponds to the excitation from the ground state to the first
excited state, and the second excited state well separates from
the first exited state. As the C343 is adsorbed on TiO2, the
spectral shapes do not have obvious changes and the first peak
mainly corresponds to the local excitation of C343. However,
the peak positions are obviously different from that of C343,
and most peaks are red-shift with slightly higher intensities.
The property has been confirmed by the experimental mea-
surement36,38,76. Fig. 3(b) displays the comparisons of calcu-
lated spectra of C343 (Ca) and C343-TiO2 (2b) with experi-
mental spectra38. The calculated spectra with 50 nm red-shift,
due to CAM-B3LYP’s behavior of overestimating vertical ex-
citation energy, are consistent with an experimental measure-
ment, manifesting that the properties of excited states are cor-
rectly described by the present calculations. It is noted that the
calculated absorption intensities in a high energy regime are
lower than those from the experiments. This difference may
be from the approximation that the vibrational effect is not in-
corporated. Our previous investigation37 indeed indicates that
the vibrational contribution can enhance the absorption inten-
sity in that energy regime.

350 400 450 500 550

 

 

 

A
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 1b
 1c
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 2b
 2c
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 Calc. Ca

b
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or
ba
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e

/ nm

 Expt. C343-TiO2

 Calc. 2b

Fig. 3 (a) Absorption spectra of C343 and C343-Ti9O18 and (b)
comparison with experimental values

Based on the above interface geometries and electronic
structure properties, Raman spectra can be further calculat-
ed to build the relationship between vibrational motions and
spectra as well as to investigate excited-state dynamics. All
the Raman spectra are calculated in a methanol solution for
the purpose of comparison with experimental measurments38.

Table 2 The first vertical excitation energies (E, in eV) and
corresponding oscillator strengths (f ) of different conformers.

Conformer Ca 1a 1b 1c 2a 2b 2c
E 3.29 3.34 3.16 3.17 3.27 3.21 3.28
f 0.86 1.07 1.20 1.34 1.27 1.04 1.19

3.2 Normal Raman spectra (NRS)

The NRS essentially represent the vibrational information in
the electronic ground state specific to the chemical bonds and
symmetry of molecules. Fig. 4 displays the NRS for both
the C343 isomers and the TiO2 cluster. For C343 isomers,
their Raman spectra are very similar. The modes with low
frequencies (< 1000 cm−1) are weak Raman-active, which
dominantly correspond to ring breathing vibrations. The high-
frequency modes have strong Raman activity. Within 1000-
1600 cm−1, the modes come from the vibrations of the parent
ring of coumarin and N-ring, C-C and C-O stretching bonds,
and CH2 deformative motion, the coupled vibrations of C-C,
C=C, C-N stretching motions and the scissoring vibrations of
H atoms in plane are in 1500-1600 cm−1, and the vibrations
of -COOH group and carbonyl group in 1600-1800 cm−1.
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Fig. 4 The normal Raman spectra of several C343 isomers and TiO2
cluster

Although the NRS for three isomers are similar, we can still
find the feature modes to distinguish the isomer structures. For
instance, the mode with 1084 cm−1 in the Cc isomer has a
strong Raman activity, which represents the bond vibration of
C-O in -COOH group of Cc isomer, whereas the Raman-active
mode with 1720 cm−1 corresponds to the motion of C=O in
-COOH group of Ca isomer.

For the Ti9O18 cluster, however, the dominant Raman-
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active modes are in the low frequency regime, and most of
them represent the ring-deformed vibrational motions. The
mode with high frequency of 978 cm−1 is ascribed as termi-
nal Ti-O bond stretching vibration. It is noted that the NRS of
this cluster is very different from that of anatase or rutile crys-
tal68,77–80, manifesting the importance of size effect of TiO2.

After C343 is adsorbed on TiO2, the NRS of the six com-
plexes, shown in Fig. 5, are different due to their specific in-
terface structures. The Raman-active modes are still in the
high frequency regime, and they mainly correspond to the vi-
brational motions of C343 fragment and interface. Howev-
er, these NRS are very different from those of C343 isomers.
From the above analysis of charge distributions on C343 and
TiO2 fragments, it is known that C343 fragments in 1b ad 1c
conformers have positive charges whereas others have nega-
tive charges. We thus expect that the NRS in C343 fragments
correspond to those of C343 ions. Indeed, the NRS of the
modes with the frequencies between 1400 to 1600 cm−1 in
1b and 1c, corresponding to the bond vibrations in the ring of
C343, are similar to each other and different from others.
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Fig. 5 The normal Raman spectra of C343-TiO2 conformers

The Raman activity especially corresponding to C=O in -
COOH group connecting to TiO2 fragment becomes weak
comparing with those in C343 itself. However, several fin-
gerprint modes for the determination of interface structures
appear. For instance, the C-O vibrational mode in the inter-
face with 1132 cm−1, corresponding to the mode with 1084
cm−1 of C343, has a strong Raman activity in the 1a con-
former. The C-C vibrational modes, which only show in the
interface with 1374 cm−1, 1383 cm−1 and 1416 cm−1 for 1c,

2c, and 2a, respectively, have strong Raman activity. The mod-
e with 1647 cm−1, originally corresponding the C=O bond of
-COOH group in C343, can be used to denote 1b isomer be-
cause it represents the C-O bond in the interface.

3.3 Resonance Raman spectra (RRS)

Compared to the NRS, the RRS are closely related to electron-
ic excited-state dynamics. The mode-specific RRS intensities
from different excited states are useful to determine the differ-
ent properties of excited states. From the absorption spectra
investigated above, we know that the first excited states (S1)
of C343-Ti9O18 have similar properties to those of C343 iso-
mers. We thus calculate the RRS for both C343 and C343-
Ti9O18 systems by using the incident laser frequency equaling
to the vertical excitation energy of those states. The results are
shown in Fig. 6 and Fig. 7, respectively.
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Fig. 6 The resonance Raman spectra of C343 isomers as well as the
experimental values

It is seen that the RRS of C343 isomers display obvious d-
ifferences from the NRS. Although the high-frequency modes
still have Raman activities, similar to the NRS, but with differ-
ent strengths, the RRS intensities in the low frequencies (400-
1000 cm−1) are significantly enhanced. These low-frequency
modes mostly correspond to ring breathing, deformation and
CH2 deformation vibrations, manifesting that the rings have
the obvious contribution to the excitation, which is confirmed
by the π-π transition of the first excited state. Interestingly,
the C-O vibrational mode in -COOH group of Cc isomer with
1084 cm−1 has a large Raman activity in both the RRS and
NRS, and this mode can be used to identity the Cc isomer. In
Fig. 6, we also display the experimental RRS38. It is found the
RRS from the Ca isomer are the most close to the experimen-
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tal measurement, for instance, the calculated low-frequency
modes 622 cm−1,672 cm−1,742 cm−1 and 778 cm−1 corre-
spond to 633 cm−1, 679 cm−1, 750 cm−1 and 787 cm−1 in
the experiment38, respectively; the calculated high-frequency
mode 1584 cm−1 corresponds to 1573 cm−1 in the experimen-
t38. This conclusion is also consistent with the stability anal-
ysis that the Ca isomer has the lowest ground-state energy.

After C343 is adsorbed on TiO2, although the RRS of low-
frequency modes are observable, they are suppressed compar-
ing with those of C343 isomers. A possible reason can be
explained by the different charge distributions on C343. It is
known that the C343 isomers are neutral, however, the charges
on C343 fragment in the C343-TiO2 ground state are about
0.2-0.7 e, and these charges do not change too much in their
excited states. Interestingly, the low-frequency modes with
strong Raman activity still dominantly correspond to the cou-
pled vibrational motions of ring deformations in C343 frag-
ment, and only few modes of TiO2 fragment are Raman ac-
tivity, for instance, the only Ti-O stretching motion is ob-
served at about 620 cm−1. In the high-frequency domain, a
slightly more modes become Raman active in RRS than those
in NRS, and there are additional modes appearing at 1488
cm−1 (mainly C=C stretching coupling with CH2 scissoring),
1584 cm−1 (coupling of C=C, C-C stretching and H in plane
wagging), 1684 cm−1 (C=O stretching vibration in -COOH
group). However, the modes with 1240 cm−1 and 1557 cm−1

of NRS disappear in RRS.
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Fig. 7 The resonance Raman spectra of C343-TiO2 conformers

Compared with the experiment38, the RRS from 2b con-
former basically match the experiment values. For exam-
ple, 784 cm−1 and 1378 cm−1 correspond to 788 cm−1 and
1366 cm−1 in the experiment38, respectively. Although the
calculated RRS intensity for the modes with 1488 cm−1 and
1584 cm−1 are obviously stronger than the experimental mea-
surement, and the intensities of other modes, such as low-
frequency Ti-O mode and high-frequency C=O mode, are cor-
rectly predicted in the calculations. The rigorous prediction
of RRS intensities requires to consider the charge transfer dy-
namics from C343 to TiO2 fragment81. However, the present
cluster model essentially catches the dominant property of the
C343-TiO2 exited state.

Now, we focus on the RRS of C343-TiO2 from a charge
transfer state. Here, the 2b conformer is taken as an example
because its RRS is similar to the experimental one. As dis-
cussed above, the first excited state of C343-TiO2 dominantly
corresponds to the excitation of C343 fragment. The detailed
analysis reveals that the transition of the first excited state
comes from HOMO to LUMO+1 and LUMO+3, and these
orbitals are displayed in Fig. 8. We further calculate several
higher excited states and find out the S2 state having charge
transfer property with 0.5 e on C343 fragment transferred to
TiO2 fragment. The transition is mainly from HOMO to LU-
MO+2, LUMO+7 and LUMO+11, and such orbitals are also
shown in Fig. 8. Obviously, the S1 and S2 states represent the
local excited-state and charge transfer state, respectively.

We then calculate the RRS from the S2 state, and the re-
sults are displayed in Fig. 9 together with the RRS from the
S1 state. It is found that there are only a few modes such
as 1184 cm−1, 1302 cm−1 and 1684 cm−1 appearing in the
RRS from both the states, and the others from S2 state are
obviously different. Several low-frequency modes from the
TiO2 fragment become observable. For instance, the modes
with 702 cm−1 and 742 cm−1 come from the vibrational mo-
tions of Ti-O bonds. In the high frequency, the new peaks
with 1212 cm−1, 1560 cm−1 and 1602 cm−1 correspond to
the visional motions of CH2 rocking, C=C/C-N/C=O stretch-
ing and C=O/C=C stretching, respectively, and the peak with
1488 cm−1 disappears although its intensity from the S1 state
is very strong. These differences of RRS may be applied to
understand the charge transfer process from the local excited
state to charge transfer state. It is known that the intensities
of mode-specific RRS are proportional to the square of shifts
D. The different intensities of RRS from two excited states
manifest that the equilibrium positions of modes on these s-
tates are different from each other. Thus the behaviors of these
modes are greatly helpful for us to understand and control the
electron injection from C343 into conduction band of TiO2
because the shifts of these modes on two excited states have
obvious contribution to the reorganization energy for charge
transfer. It should be noted that the calculated RRS from the
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S1:

S2:

Fig. 8 The molecular orbitals related to the local excited state (S1)
and the charge transfer state (S2)

charge transfer state does not include the Herzberg-Teller (HT)
effect, which has been demonstrated to be important58,82–85.
However, the present calculations have already revealed the
obviously different features of RRS from a locally excited s-
tate and charge transfer state. Definitely, the HT effect should
be incorporated for the further comparison with experimental
data.

4 Conclusions

Vibrationally-resolved spectral methods and quantum chem-
ical calculations are employed to investigate the structures,
normal Raman spectra (NRS) and resonance Raman spectra
(RRS) of a free C343 molecule, and its compound with a s-
mall size titanium dioxide cluster Ti9O18. After the absorp-
tion of C343 on the Ti9O18 cluster, it is found that the con-
formers with interfacial bidentate chelating and monodentate
ester bonding modes are quite stable. The obtained NRS and
RRS of C343 and C343-Ti9O18 are sensitive to their geometric
structures, therefore, both of them can be used to define their
isomers and interfacial structures. The consistent RRS with
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Fig. 9 The resonance Raman spectra from the local excited state
and the charge transfer state

experimental values have been used to define the most pos-
sible C343 isomer and C343-TiO2 conformer. The detailed
analysis further reveal that the RRS from both the free C343
and C343-TiO2 cluster have the stronger Raman activity in a
low-frequency domain than its NRS because of the obvious
excited-state dynamics from the ring breathing vibrations of
C343. The RRS peaks of C343-TiO2 at the low frequencies
(400-1000 cm−1) dominantly correspond to the interaction be-
tween the Ti-O bond and C343 breathing vibrations, and the
peaks at the high frequencies (1000-1800 cm−1) are domi-
nantly from the C343 fragment, but they show large changes
comparing to those of the free C343 due to the charge redis-
tribution and the additional adsorption modes at the interface.
Furthermore, the RRS of C343-TiO2 from a local excited state
and a charge transfer state are obvious different, which can be
used to clarify the charge transfer mechanism at the interface.
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