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Abstract 

The intrinsic properties of DNA and RNA nucleic acid bases (NABs) such as ionization 

potentials (IPs) and electron affinities (EAs) are crucial to reveal various biochemical 

mechanisms. Successful applications of density functional theory (DFT) using nonempirically 

tuned long-range corrected (LC) functionals for calculations of vertical ionization potentials 

(VIPs) and electron affinities (VEAs) of various adenine-thymine (AT) nucleobase pairs and 

clusters are demonstrated. We employ tuning method by enforcing an asymptotically correct 

exchange-correlation potential adjusted to give frontier orbital energies (-εHOMO and -εLUMO) 

representing IPs and EAs and assess the quality of prediction which are comparable to high-level 

EOM-IP-CCSD/CCSD methods. The delocalization error by different DFT functionals is 

quantified by calculations with fractional electron numbers. The cooperative effect of H-bonding 

and π-stacking on the IPs of AT clusters, as well as the reactivity parameters (global hardness 

and electrophilicity), are quantitatively characterized using the tuned LC functionals. The present 

work aims to provide a reliable and efficient theoretical tool for the prediction of the related 

electron donor and acceptor abilities of the NAB systems.         
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1. Introduction 

It is well-known that DNA and RNA nucleic acid bases (NABs), containing the fundamental 

biological importance, have attracted both theoretical and experimental interest in life science,1-4 

biochemical and medical technologies5 and NABs-based materials for nanoelectronics.6 

Ionization potentials (IPs) and electron affinities (EAs) are the important intrinsic properties of 

NABs allowing a deep understanding of the specific mechanisms, such as various radiation-

induced phenomena of genetic materials,7, 8 charge-transfer process along the DNA strand,9 and 

reactivity and aromaticity of NABs in an external electric field.10 The reliable experimental 

determination of IPs and EAs of NABs is relatively limited due to the various base pairing and 

stacking models,11, 12 complicated surrounding environment and tautomerization in the gas 

phase.13 The uncertainties in experimental determination of EAs are within a broad range from 

negative to positive values, extending up to several electron volts (eVs).14 Recently, numerous 

theoretical studies based on high-level wave-function-theory methods (WFT) could produce 

reasonably accurate IPs and EAs with respect to experimental measurements. Serrano-Andrés et 

al. studied the vertical and adiabatic IPs and EAs of individual DNA bases using the multi-

configurational perturbation methods (CASPT2)14, 15 to guide the assignment of features in the 

experimental photoelectron spectra. Krylov et al. calculated the ionization energies of various 

isomers of NAB dimers by the equation-of-motion coupled-cluster method (for ionization 

potential) with single and double substitutions (EOM-IP-CCSD).11, 12, 16 Pal et al. reported a 

benchmark investigation of electron affinities of individual NABs with an analogue of EOM-EA-

CCSD.17 However, the expensive computational expense of those WFT methods greatly limits 

the size of systems that can be explored and a potential long DNA strand is apparently 

impossible to deal with. Therefore, there is a great need to establish reliable, instructive, and 
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computationally efficient theoretical tools to describe the related electron donor and acceptor 

abilities of the NABs. For most application scenarios, density functional theory (DFT) can offer 

a desired compromise between accuracy of the results and computational cost for large 

geometries.18-22 However, the high dependence on the exchange-correlation functional makes it a 

difficult task to choose the best functional.23-26 Moreover, many of the available studies also 

confirm that the predictive power of DFT in NAB area leaves a lot to be desired.16, 26 The most 

frequently applied functionals, such as generalized gradient approximations (GGA) and global 

hybrid GGA functionals, affording an incorrect asymptotic behavior of the potential, large 

delocalization error (DE),27 self-interaction error (SIE),28, 29 and lack of derivative discontinuity 

(DD),30, 31 tend to overestimate delocalization effect of the hole and electron. Mantz et al. found 

that in stacked NAB dimers, eliminating the SIE is essential to reasonably describe the hole 

delocalization.28 Further, Autschbach and Srebro systematically investigated the significant 

impact of the DE in Kohn-Sham theory (KST) calculations of molecular ground-state and 

response properties. 27 For instance, the Koopmans IPs and EAs based on conventional 

functionals such as PBE and B3LYP are greatly underestimated by the negative highest occupied 

molecular orbital (HOMO) and overestimated by the negative lowest unoccupied molecular 

orbital (LUMO), respectively, resulting in dramatically lower (up to several eVs) HOMO-

LUMO orbital gap.16, 32  The Minnesota and its derivative functionals with a fixed amount of 

exact-exchange (eX) such as M06-2X33 have been shown to provide improved description of 

ionized states of long adenine/guanine stacks.26 Brédas et al. indicated that the closely related 

electronic coupling (or transfer integral) parameters are very sensitive to the amount of eX.34    

     Recently, the so-called long-range corrected (LC) or range-separated density functionals31, 35, 

36 switching from DFT to HF at large interelectronic distances have attracted great interest due to 
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the significantly improved predictive power in π-conjugated systems.13, 37, 38  LC functionals 

represent a particular form of generalized Kohn-Sham (GKS)39 and can produce a correct 

asymptotic behavior of the potential due to the eX from HF theory used for the long-range part. 

The range-separation parameter ω in LC functionals can be considered as a function of the 

density36, 40 and has been shown to be strongly system-dependent.32, 41 It has been pointed out 

that an optimal ω may also depend on the property of interest and the criteria used to decide what 

“optimal” means.27 Baer, Kronik (BK), and collaborators have considered a nonempirical 

criterion to determine the optimal tuned ω based on LC functionals (See Computational 

Methodology section for the details of tuning procedure).  Our early work has applied this 

optimal tuning approach to a series of molecular ground-state and response properties and found 

that is obviously superior to the conventional functionals. For example, successful applications 

of long-range corrected functionals using tuning method for the hyperpolarizabilities of π-

conjugated “push-pull” systems and the IPs, EAs and  fundamental gap of π-conjugated 

oligomers and polymers are demonstrated.32, 37  Foster and Wong found that tuning can 

accurately predict both fundamental and excitation gaps of isolated NAB molecules (i.e. guanine, 

adenine, cytosine, thymine and uracil).42  However, it is obvious that to completely understand 

the electronic properties of NAB, not only the monomers but the larger fragments need to be 

investigated. Different interactions between individual NAB monomers and the formation of 

NAB network significantly affect the respective electron attachment/detachment energies23 and 

play a vital role in the enhancement of photostability along the DNA strand.43, 44 Therefore, 

computational characterization on the effect of various interactions of NAB pairs and clusters is 

meaningful for understanding a biologically relevant process based on a realistic model.16  
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 6

    In this work, we performed DFT calculations on the IPs and EAs of various isomers of NAB 

pairs and clusters with H-bonding and π-stacking interactions (molecular structures shown in 

Figure 1), along with the optimally tuned LC functional. Firstly, with tuning method, the energy 

of the HOMO should be equal to the negative IP and the energy of the LUMO optimally close to 

the negative EA, and then the HOMO-LUMO energy gap ∆ε is by construction close to the 

fundamental gap ∆EF (IP − EA). Therefore the MO energies from various DFT functionals can 

then be compared directly with the IP/EA obtained by the difference of total energies of neutral 

and charged systems using WFT methods. The present work only considers vertical IPs and EAs 

excluding the effects from structure relaxation. Further, the delocalization error for various DFT 

functionals is numerically quantified by the curvature of energy versus fractional electron 

numbers for two representative systems. Finally, the cooperative effects of H-bonding and π-

stacking interactions on the ionization potentials of various NAB dimers and clusters, as well as 

the reactivity parameters, are accordingly quantitatively analyzed.  
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Figure 1. Molecular structures of various isomers of NAB pairs and clusters (T: Thymine, A: Adenine; 
HB: H-bonded, ST: stacked, WC: Watson-Crick, DNA: X-ray structure of DNA). 

 

 

2. Computational methodology 

Much of this work is concerned with the application and parameter-optimization of LC 

functionals. The following three-parameter separation of the interelectronic distance r12 was used 

for the range separation of the interelectronic distance in the exchange31 

�

���
=
��[�	
��	(����)]

���
+
�	
��	(����)

���
    (1) 

The “erf” term represents the standard error function. The first term on the right hand side is used 

for the short-range DFT component of the exchange, and the second term is used for the long-

range eX component. The parameter α quantifies the fraction of eX in the short-range limit, 

while α + β gives the fraction of eX in the long-range limit. The optimal tuning approach 

empirically requires an asymptotically correct functional, i.e. α + β = 1, indicating a correct long-

range behavior.32 In Equation (1), ω is the range separation parameter, representing the inverse 

distance with the interelectronic separation around which the exchange functional switches from 

dominantly DFT exchange to dominantly eX. Optimal tuning is based on the finding that in exact 

Kohn-Sham (KS) and GKS theory,45 that is, for an N-electron system the HOMO energy εH(N) is 

negative IP exactly.46 With conventional functionals, however, the differences can be very large. 

An optimal ω for LC functionals is nonempirically determined to satisfy the exact condition by 

minimizing the following equation:  

�� = � [��(� + �) 	+ ��(� + �)]	
��

���
   (2) 

which optimally tunes both the HOMO of neutral system (N) and the orbital corresponding to 

LUMO. Since Janak’s theorem does not explicitly relate the EA to the negative of the LUMO, 
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 8

Equation (2) further includes the N + 1 system, which indirectly tunes the LUMO of the N 

electron system.  As expected, the optimally tuned functionals typically result in IP(N) ≈ − εH(N) 

and EA(N) ≈ − εL(N). For more details and examples using “tuning” approach, see references 27, 

40, 47.  

    All the gas-phase ground-state geometries of NAB pairs and clusters are shown in Figure 1. In 

order to keep a consistent comparison with previously published benchmark calculations, 

identical molecular geometries were taken from references 11, 12, 16 (See electronic supplemental 

information, ESI† for details and all the geometries as documented). All the single point 

calculations were carried out for the N and N ± 1 systems using default SCF convergence criteria 

in Gaussian 09.48 The behavior of delocalization error (DE) was investigated by calculating 

energies of NAB pairs as a function of fractional electron numbers using the developmental 

version of the NWChem package.49 Optimal ω values were determined for all the NAB pairs 

with the long-range corrected ωPBE functional (LC-ωPBE)50 with a polarized valence triple-ζ 

basis set (cc-pVTZ). Hereafter we refer the optimally tuned version as LC-ωPBE*. Foster and 

Wong found that a larger aug-cc-pVTZ basis set decreased the optimal ω values by roughly 0.01 

Bohr-1 for individual NABs which had little impact on the calculated parameters of properties 

and do not change the overall results.42 The cc-pVTZ basis set has been proved and employed in 

NAB systems at reasonable computational cost without losing accuracy.13, 51, 52 The ω values for 

each NAB pair and cluster are reported in Table 1 and plotted in Figure S1, ESI†. The optimal ω 

values ranges from 0.185 to 0.279 Bohr-1 compared to a default 0.400 Bohr-1, indicating the 

necessity of tuning approach. Recently, the equation-of-motion coupled cluster method for 

ionization potentials with single and double substitutions (EOM-IP-CCSD) has been successfully 

applied for the description of ionized states, especially for hole delocalization of ionized non-
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covalent dimers.16 Herein, EOM-IP-CCSD data from references 11, 12 were then employed as 

benchmark of vertical ionization potentials in this work. Due to the lack of reliable benchmark 

for vertical electron affinities, we then performed CCSD/aug-cc-pVDZ calculations which have 

been shown to provide reasonable vertical electron affinities of individual NABs.14 In addition, 

results using the popular pure GGA functional PBE, global hybrid B3LYP and meta-GGA M06-

2X are also reported. 

Table 1. Optimal ω values (Bohr-1) using LC-ωPBE/cc-pVTZ for various isomers of NAB pairs and 
clusters. 

System Optimal ω System Optimal ω 

Default 0.400 ATST 0.242 

AAHB 0.263 ADNA 0.279 

AAST 0.238 AASTDNA 0.232 

TTHB 0.265 ATWCDNA 0.263 

TTST 0.245 ATSTDNA 0.251 

ATHB 0.250 AATTDNA 0.213 

ATWC 0.252 TAATTADNA 0.185 

 

3. Results and discussion 

Calculated vertical IPs and EAs, as well as the HOMO and LUMO energies by various DFT 

functionals are assessed at first. The results mainly focus on the numbers obtained from the 

optimally tuned LC-ωPBE*. A comparison with the IPs and EAs of EOM-IP-CCSD/CCSD 

follows. The behavior of delocalization error (DE) is then investigated. The cooperative effects 

of H-bonding and π-stacking on the IPs of NAB pairs and clusters are quantitatively discussed. 

Finally, the reactivity parameters such as electrophilicity and global hardness are 

computationally analyzed in an applied external electric field.   

3.1 Orbital energies (–εHOMO, −εLUMO), IP and EA 

Table 2 collects orbital energies (–εHOMO and −εLUMO), as well as IPs and EAs, for three 

representative NAB pairs and cluster (ATWC, ATST and AATTDNA). Numerical data for other 
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systems are provided in Table S1 in ESI.† Among various DFT functionals, the calculated orbital 

energy gap ∆ε (εLUMO – εHOMO) ranges from 3.29 to 9.77 eV for ATWC, from 3.54 to 10.00 eV 

for ATST1, and 2.98 to 9.41 eV from AATTDNA. The fundamental gap ∆EF (IP − EA) varies 

much less than ∆ε, indicating its less functional-dependence.16 Interestingly, for the optimally 

tuned LC-ωPBE*, ∆ε is in excellent agreement with the ∆EF. The corresponding negative 

HOMO and LUMO energies also agree well with the vertical IPs and EAs, respectively. Further, 

as shown in Table 2, the LC-ωPBE* results of both –εHOMO(IPs) and −εLUMO(EAs) are in good 

agreement with high-level EOM-IP-CCSD/CCSD data. For ATWC pair the differences between 

the EOM-IP-CCSD/CCSD data and negative orbital energies (–εHOMO/–εLUMO) using various 

DFT functionals, as well as the corresponding IPs/EAs are shown as in Figure 2a. The mean 

absolute deviation (MAD) of molecular orbitals and vertical IPs/EAs for all the NAB pairs and 

clusters are reported in Table 2. As shown in Figure 2b, the negative HOMO energies using 

tuned LC-ωPBE* functional are in excellent agreement with EOM-IP-CCSD benchmark with a 

high statistical correlation of R2=0.98 and a MAD of only ~0.06 eV. The MAD values for EAs 

using LC- ωPBE* are ~0.12 eV which is still acceptable but one should also note that the level of 

CCSD/aug-cc-pVDZ is not the best for benchmark of VEAs. Overall, the results show LC-

ωPBE* significantly outperform other conventional functionals. It could reasonably be explained 

that optimal tuning obey the exact KS theory to a great extent, producing IP(N) ≈ − εH(N) and 

EA(N) ≈ − εL(N). For the IPs and EAs calculated from total energy differences, all the DFT 

functionals (except pure GGA PBE) agree well with the benchmark data, indicating the 

importance of including a fraction of eX from HF. However, for PBE and B3LYP the negative 

orbital energies are far from their corresponding IPs and EAs. For example, PBE and B3LYP 

produce very low −εHOMO and very high –εLUMO, and then a much smaller ∆ε, just as indicated in 
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the Introduction. It can be seen that M06-2X provides a significantly improved description for 

the orbital energies with respect to PBE and B3LYP. However, similar to PBE and B3LYP, 

−εLUMO from M06-2X are qualitatively wrong, predicting the incorrect sign of the electron 

affinity as shown in Table 2.  It is also interesting to point out that the calculated orbital energies 

of optimally tuned LC-ωPBE* show an obvious improvement compared to those of the nontuned 

LC-ωPBE.  The above results demonstrate that −εHOMO and –εLUMO from the conventional 

functionals fail to predict the vertical ionization potentials and electron affinities. Overall, the 

nonempirically tuned LC-DFT functionals can both quantitatively and qualitatively describe the 

IPs and EAs. It is important to mention that the computational scaling of CCSD or EOM-CCSD 

formalism as N6, currently preventing routine calculations on larger systems such as in this work. 

The combination of low cost with high accuracy using the optimal “tuning” approach again 

confirms the clear benefit from the perspective of computational cost.  

Table 2. Calculated negative HOMO energy –εHOMO, LUMO energy –εLUMO, IP, EA, orbital energy gap 
∆ε and fundamental gap ∆EF for ATWC, ATST and AATTDNA using various DFT methods.a All units are 
in eVs. 
 PBE B3LYP M06-2X LC-ωPBE LC-ωPBE* EOM-IP-CCSD/ 

CCSDb 

    ATWC   

–εHOMO 5.22 6.00 7.32 8.62 7.95  

IP 7.37 7.72 8.17 8.15 7.99 8.01 

–εLUMO 1.93 1.27 0.23 -1.15 -0.68  

EA -0.19 -0.39 -0.59 -0.52 -0.62 -0.66 

∆ε 3.29 4.73 7.09 9.77 8.63  

∆EF 7.56 8.11 8.76 8.67 8.61  

    ATST   

–εHOMO 5.54 6.36 7.68 8.96 8.22  

IP 7.77 8.09 8.49 8.47 8.27 8.26 

–εLUMO 2.00 1.34 0.33 -1.04 -0.53  

EA -0.19 -0.32 -0.46 -0.44 -0.50 -0.59 

∆ε 3.54 5.02 7.35 10.00 8.75  

∆EF 7.96 8.41 8.95 8.91 8.77  

    AATTDNA   

–εHOMO 4.95 5.71 7.00 8.30 7.40  

Page 11 of 23 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 12 

IP 6.76 7.14 7.63 7.87 7.38 7.46 

-εLUMO 1.97 1.30 0.29 -1.11 -0.43  

EA 0.19 -0.08 -0.40 -0.35 -0.46 - 

∆ε 2.98 4.41 6.71 9.41 7.83  

∆EF 6.57 7.22 8.03 8.22 7.84  

All NAB pairs in Figure 1 

MADεH
c
 2.76 1.94 0.61 0.69 0.06  

MADIP
c
 0.72 0.39 0.15 0.27 0.06  

MADεL
c
 2.51 1.84 0.83 0.52 0.12  

MADEA
c
 0.48 0.34 0.20 0.18 0.13  

aThe orbital energies are calculated with cc-pVTZ basis set. bEOM-IP-CCSD values are calculated with 6-
311+G(d,p) basis set, taken from references 12, 16. The CCSD values are calculated with aug-cc-pVDZ basis set in 
this work. cThe mean absolute deviation (MAD) values are summarized for the ten (seven) NAB pairs for IP (EA) 
with respect to the EOM-IP-CCSD(CCSD) values in Table 2 and Table S1. 
 
Table 3. Calculated Negative HOMO energy –εHOMO and LUMO energy –εLUMO for various isomers of 
NAB pairs and clusters using optimally tuned LC-ωPBE*/cc-pVTZ. All units are in eVs. 
 AAHB AAST TTHB TTST ATHB ATWC ATST 

–εHOMO 8.26 8.09 8.83 8.77 8.33 7.95 8.22 

IPEOM-IP-CCSD
a 8.23 8.16 8.88 8.91 8.36 8.01 8.26 

–εLUMO -0.91 -0.77 -0.58 -0.31 -0.62 -0.68 -0.53 

EACCSD
b -1.02 -0.37 -0.62 -0.13 -0.64 -0.66 -0.59 

 ADNA AASTDNA ATWCDNA ATSTDNA AATTDNA TAATTADNA  

–εHOMO 8.29 7.76 8.10 8.07 7.40 7.12  

IPEOM-IP-CCSD
a 8.21 7.81 8.01 - 7.46 -  

–εLUMO -1.23 -0.94 -0.78 -0.70 -0.43 -0.42  
aEOM-IP-CCSD values are calculated with 6-311+G(d,p) basis set, taken from references 12, 16. bThe vertical EA 
values by CCSD are calculated with aug-cc-pVDZ basis set in this work. 
   

 

Figure 2. (a) Differences between the orbital energies (–εHOMO, –εLUMO) and calculated vertical IP and EA 
with respect to the EOM-IP-CCSD/CCSD benchmark data for ATWC. (b) Comparison between DFT 
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orbital energies –εHOMO and EOM-IP-CCSD values for all the 10 NAB pairs in Figure 1. The diagonal 
dashed line represents an ideal 100% agreement with the EOM-IP-CCSD numbers. 
 

3.2 Behavior of delocalization error (DE) 

Yang et al. indicated that problems with DFT are intimately connected to violations of basic 

conditions of constraints known to exist in an exact KS or GKS framework.53 Conventional 

functionals with inappropriate approximations always over-/underestimate the delocalization of 

hole/electron and create the so-called delocalization error (DE). As we know, in exact KS theory, 

the energy of an atom or molecule as a function of electron number E(N) should afford straight-

line segments between integers.32 The curvature of E(N) is indicative of the DE.53 Here, as 

shown in Figure 3, we examine the behavior of E(N) for ATWC and AATTDNA as representative 

examples. The results confirm the expectations: pure GGA PBE and global hybrid B3LYP 

produce large positive curvatures of E(N), indicating that these functionals are too delocalized. 

Magnitude-wise, the meta-GGA M06-2X produce less pronounced DE, compared to 

conventional PBE and B3LYP. Interestingly, for LC functional the behavior of DE is much more 

improved. However, the electron-rich (∆N > 0) part by LC-ωPBE still afford an obvious 

negative curvature, indicating a somewhat HF-like character.54 Overall, the optimally tuned LC-

ωPBE* can yield the smallest DEs and the tuning procedure appears to be also successful for the 

larger AATTDNA. In addition, the behavior of delocalization errors using various DFT functionals 

agree with their performance of calculations of molecular orbitals and IP/EA. The results suggest 

that the DEs can be potentially considered as an additional indicator to select parametrizations 

among a continuum of functionals. 
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Figure 3. Energy of ATWC (left) and AATTDNA (right) as a function of fractional electron number, ∆N, 
relative to neutral system (∆N = 0). The numerical values in the plot correspond to the coefficients of 
(∆N)2 of quadratic fits to E(N) in the electron-deficient and electron-rich regime, respectively (∆N < 0, 

∆N > 0). The coefficients of (∆N)2 indicate the presence of absence of curvature. Energies are calculated 
at DFT/def2-TZVP levels.  
 

3.3 Characterization of cooperative effect on ionization potentials 

Again, accurate determination (both quantitatively and qualitatively) of ionization potentials and 

electron affinities are important for a fundamental understanding of ionization and electron-

impact radiation damage and repair and specific mechanisms of charge transport in the NAB 

clusters. The related electronic states are significantly affected by various interactions, including 

base pairing, H-bonding, π-stacking, electrostatic effect, etc. Crespo-Hernández and coworkers 

qualitatively found that base pairing via H-bonding reduces the ionization energies and oxidation 

potentials for NAB individuals.23 Sugiyama and Satio indicated the lowering of IP depends on 

the increasing hole delocalization in π-stacked systems.55 Apparently, a qualitative study is not 

enough but a quantitative prediction could be much more challenging. Krylov and coworkers 

performed high-level benchmark calculations using EOM-IP-CCSD for AT tetramer (AATTDNA) 

and quantitatively studied the additive and cooperative effects of H-bonding and π-stacking on 
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the ionization energies.16 Herein, due to the efficiency and reliability of the optimally tuned LC-

ωPBE* functional, we take the opportunity to investigate the cooperative effect of H-bonding 

and π-stacking of a longer AT hexamer taken from DNA duplex of X-ray DNA structure. This 

model is more realistic for simulating charge-transfer process in DNA as high-level WFT 

methods are not possible for these systems.   

      As shown in Table 3, the effect of π-stacking interactions of AAST and ATST on the 

ionization potentials is more pronounced than that of H-bonding interactions of AAHB and non-

WC ATHB. Their stacking geometries result in a lower IP and indicate a stronger delocalization 

of HOMO by π-stacking effect. The WC-form ATWC has an even lower IP compared to that of 

both non-WC ATHB and stacked ATST, indicating that the H-bonding interaction in WC pair is 

stronger than the stacking interaction.51 We accordingly focus on the HOMOs and LUMOs of 

NAB pairs and clusters taken from X-ray DNA structure. Since adenine has a relatively lower IP 

than thymine, the HOMO of the ATWCDNA and ATSTDNA dimers mainly localize on the adenine 

fragment as expected (see Figure S2, ESI†). For AASTDNA, the HOMO is delocalized equally on 

the two adenine bases. For more complex and realistic systems (AATTDNA and TAATTADNA), 

the shape of the HOMO is similar to that of the AASTDNA dimer. Furthermore the addition of the 

TT stacked pair or AT H-bonded pair does not obviously affect the character of HOMOs as 

shown in Figure 4. As expected the LUMO of the ATDNA dimers (ATWCDNA and ATSTDNA) 

consist of thymine’s LUMO, that is, the electron is mainly populated on thymine piece (Figure 

S2, ESI†). However, for the LUMO of the TTDNA dimer, the electron is only localized on one 

thymine base, unlike the case of AADNA whose HOMO equally distributing on both adenine 

fragments. This observation is also found in more complex systems (AATTDNA and 
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TAATTADNA) and confirm the fact that the LUMO energy of TAATTADNA slightly changed 

compared to that of AATTDNA as shown in Table 3.    

     Further, the additive or cooperative effects of H-bonding and π-stacking on the ionization 

potentials are also quantified in Figure 4, and some results are compared to the EOM-IP-CCSD 

numbers from Krylov’s work.16 Compared to the IP of isolated adenine (8.29 eV) stacking and 

H-bonding interaction result in the shifts of -0.53 and -0.19 eV, respectively, and a sum of -0.72 

eV for both interactions. Comparing with a shift of -0.89 eV for the tetramer AATTDNA, the extra 

-0.17 eV (versus -0.15 eV for EOM-IP-CCSD) can be attributed to the cooperative effect of H-

bonding and π-stacking interactions, that is, cross interactions between non-H-bonded base 

fragments.16 Further, we consider an AT hexamer case. As shown in Figure 4, the AT hexamer 

includes additional stacking interactions of A and T bases corresponding to the initial T and A 

bases. So the additivity of -0.22 eV resulting from AT stacking interaction is counted as shown 

in Figure 4. The total estimated shift including the three types of interactions is -0.94 eV, is to be 

compared with a computed shift of -1.17 eV for TAATTADNA. Therefore, -0.23 eV can be 

attributed to the cooperative effects of the AA stacking, AT stacking and AT H-bonding 

interactions. Compared to the cooperative effect (-0.17 eV) of AATTDNA tetramer, the additional 

AT stacking interaction in TAATTADNA results in a stronger cooperative effect (-0.23 eV) which 

can enhance the stability of the whole system. A 3D plot of electrostatic potential of AT clusters 

(as shown in Figure S3, ESI†) could be helpful to get a more vivid view of understanding the 

cooperative effects resulting from the diagonal interactions. The stronger cooperative effect can 

also be indirectly reflected as more polarized (more red) oxygen atoms on TAATTADNA 

compared to those on AATTDNA. Overall, our main goal in this section is to prove that the 

HOMO energies using tuned LC-ωPBE* functional can both quantitatively and qualitatively 
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describe the effects of H-bonding and π-stacking on the ionization potentials of NAB clusters, 

assessing the quality of prediction which are comparable to the much more expensive EOM-IP-

CCSD method. 

 
Figure 4. Schematic diagram of cooperative effect on the ionization potentials of the AT tetramer and 
hexamer (AATTDNA and TAATTADNA) compared to that of adenine monomer. The HOMOs (bottom) of 
the AATTDNA and TAATTADNA are calculated using the optimally tuned LC-ωPBE*. 
 

3.4 Reactivity parameters toward external electric field 

It is well-known that the effect of the external electric field is common and important on the 

chemical reactions of biomolecules.10  Recently, various reactivity descriptors, such as global 

hardness, chemical potential, electrophilicity and Fukui functions, have been theoretically 

estimated by density functional reactivity theory (DFRT).20 Kar and Pal have investigated the 

electric field response of the molecular reactivity descriptors.56 As shown in equation (3) they 

proposed a parameter of electrophilicity (ω) to measure the electrophilicity strength of a 

molecule and its propensity to soak up electrons.57    
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 =
!�

�"
   (3) 

where µ = (εLUMO + εHOMO)/2, representing the chemical potential and η = (εLUMO − εLUMO)/2, 

representing the global hardness.58 The definitions are based on the finite difference 

approximation and Koopmans’s theorem. Herein, the ω, µ and η parameters of the representative 

ATWC pair are calculated as a function of electric field strength using various DFT functionals 

as shown in Figure 5 and detailed numbers are collected in Table S2, ESI†. The range of external 

electric field strength is chosen from 0.00 to ±0.01 au as suggested by reference 10 for NABs. It 

can be seen that the reactivity parameters (global hardness η and electrophilicity ω) are indeed 

affected by the presence of an external electric field and all the DFT functionals show a similar 

trend when the electric field strengths increase or decrease. First, the finding that the maximum 

value for η and minimum value for ω are found with the strength of +0.002 au, indicating a 

maximum stability induced by an applied electric field according to the maximum hardness 

principle (MHP), that is, maximum hardness results in maximum stability. Application of the 

growing strength of field along the –x direction will decrease the global hardness and increase 

the electrophilicity. These results are well consistent with Dutta and Bhattacharyya ‘s findings.10  

However, it is observed that the much delocalized PBE functional significantly overestimate the 

ω values and underestimate the η values, especially in strong electric fields of ± 0.01 au. B3LYP 

can do slightly better but still has an ignorable deviation compared to the CCSD value. The 

meta-GGA M06-2X significantly improves the behavior of vibration of reactivity parameters. 

Overall, the tuned LC-ωPBE* can exhibit more reasonable behavior of reactivity parameters 

with respect to the change of strength of electric field, allowing a potential tool for the 

quantitative investigation of specific mechanism of NABs in an applied external electric field.     

 

Page 18 of 23Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 19 

 

Figure 5. Calculated reactivity descriptors of (a) electrophilicity ω and (b) global hardness η of ATWC as 
a function of electric field strength along the x axe at different DFT levels with cc-pVTZ basis set. 1 au = 
51.4 V/Å = 51.4 × 1010 V/m. 
 

Conclusions 

In conclusion, the vertical ionization potentials and electron affinities of various isomers of 

adenine-thymine nucleobase pairs and clusters were investigated using various DFT functionals. 

The cooperative effects of π-stacking and H-bonding interactions on the ionization potentials of 

AT clusters, as well as the reactivity parameters are studied. The main conclusions are as 

follows: 

• The nonempirically tuned LC-DFT functionals can reasonably describe the IPs and EAs, 

which are in good agreement with the high-level EOM-IP-CCSD/CCSD methods. By 

construction, the negative HOMO and LUMO energies (-εHOMO and –εLUMO) are equal to 

the vertical IPs and EAs calculated from total energy differences, respectively, and the 

HOMO-LUMO orbital gap ∆ε is a good approximation to the IP-EA fundamental gap.  

However, the conventional functionals fail to give quantitative and qualitative description 

of IPs and EAs. 
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•  The delocalization error (DE) by different DFT functionals is quantified by calculations 

with fractional electron numbers. The optimally tuned LC-ωPBE* can almost eliminate 

the DEs, while conventional functionals in use (PBE and B3LYP) tend to produce 

pronounced DEs. 

• Analysis of the relative magnitudes of the shift in ionization potentials caused by π-

stacking and H-bonding interactions indicates the existence of an obvious cooperative 

effect. The cooperative effect on the AT tetramer was quantitatively reproduced by 

optimally tuned LC functionals and the cooperative effect on the AT hexamer has a 

stronger influence on the decreased IPs, indicating an enhancement of stability. In 

addition, the tuned LC functional can produce more reasonable reactivity parameters with 

respect to the strength of electric field, while the conventional functionals overly evaluate 

this behavior.     

• Finally, this work provides an efficient and reliable theoretical tool to describe the 

electronic structures and related electron attach- and detachment abilities of NAB clusters 

and may be potentially explored to a long DNA strand. A parallel study on the excited 

states of NAB pairs is ongoing in our group.    
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TOC 

Successful applications of optimally tuned long-range corrected functionals for calculations of 

vertical ionization potentials and electron affinities of various adenine-thymine nucleobase pairs 

and clusters are demonstrated. 
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