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The local chemical environment of the [2Fe-2S] cofactor hosted by ferredoxin and Rieske-type proteins is fundamentally dif-

ferent due to the presence of distinct ligands at the two iron centers in the case of Rieske proteins, whereas they are identical in

ferredoxins. This renders Rieske [2Fe-2S] cores chemically asymmetric and results in more complex vibrational spectra as com-

pared to ferredoxin. Likewise, one would expect other properties, for instance the dynamics of the magnetic exchange coupling

constant J, to be also more complex. Applying ab initio molecular dynamics using our recently introduced spin-constrained

two-determinant extended broken symmetry (CEBS) approach to Rieske and ferredoxin model complexes at 300 K, we extract

the molecular fluctuations and the resulting magnetostructural cross-correlations involving the antiferromagnetic exchange in-

teraction J(t). This analysis demonstrates that the details of the magnetostructural dynamics are indeed distinctly different for

Rieske and ferredoxin cofactors, while the time averages of 〈J〉 are shown to be essentially identical. In particular, the frequency

window between about 200 and 350 cm−1, is a ”fingerprint region” that allows one to distinguish chemically asymmetric from

symmetric cofactors and thus Rieske proteins from ferredoxins.

1 Introduction

Iron-sulfur proteins play a vital role in various physiological

processes such as respiration, energy conversion, and electron

transport to name but a few1–5. Important members of the

family of iron-sulfur proteins are ferredoxin and Rieske-type

proteins, the fundamental difference between them being the

local coordination environment of the two iron centers in the

[2Fe-2S] cofactors4,6–8. In ferredoxins each Fe center is coor-

dinated with two cysteines via Fe–S bonds, whereas in Rieske

proteins only one of the two Fe atoms in the [2Fe-2S] core is

coordinated with two cysteines, whereas the other Fe site is

covalently bound with Fe–N bonds to two histidine residues.

As a result of this local embedding within the protein matrix, a

chemical asymmetry is established in Rieske-type iron-sulfur

cores which is absent in ferredoxins (see Ref. 9 and literature

cited therein).

In the oxidized states of these two different proteins, the ox-

idation state of each Fe center becomes+3 thus leading to a d5

system with five unpaired electrons at each iron site. The two

spin-bearing iron centers are coupled to each other through a

superexchange-driven antiferromagnetic coupling mechanism

where the bridging sulfides (S2−) play a crucial role in me-

diating the exchange mechanism10–15. The strengths of these

magnetic exchange couplings are governed by various magne-

tostructural factors in addition to the celebrated Goodenough-
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Kanamori rules16,17, such as factors that influence the local

spin moments18–21. As a consequence, at finite tempera-

ture, the fluctuations of the magnetic properties intrinsically

and sensitively account for the dynamics of the coupled spin

centers. Obviously, the dynamical cross-correlations between

magnetic properties and molecular structure will remain inac-

cessible to any static calculation irrespective of the choice of

electronic structure theory – unless explicit dynamics is per-

formed based on forces that are obtained consistently from

electronic structure calculations. Such fully dynamical tech-

niques have been developed in recent years in the framework

of ab initio molecular dynamics (AIMD)22 and have been ap-

plied successfully to various [2Fe-2S] systems9,21,23–26.

In the present study, we ask the question to what extend

the magnetostructural dynamics of the [2Fe-2S] cofactor dif-

fers in chemically asymmetric Rieske proteins in comparison

to chemically symmetric ferredoxins using finite model com-

plexes at ambient temperature.

2 Methods

In order to generate the magnetostructural dynamics of such

iron-sulfur clusters, which requires computationally demand-

ing AIMD simulations22 to be carried out, we have adopted

a density-based rather than a wave function-based approach.

However, the major challenge in any density-based approach

to magnetic interactions is to describe the antiferromagnetic

spin ground state of the [2Fe-2S] clusters, as it possesses
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a significant amount of multi-reference character. Clearly,

wavefunction-based multi-reference methods are, in princi-

ple, highly desirable on one hand, but become quickly un-

feasible if many electrons need to be fully correlated on the

other hand. A computationally much less demanding al-

ternative route to the problem is the spin-projected broken-

symmetry (BS) density functional theory approach proposed

by Noodleman27–29. Clearly, the single-determinant broken-

symmetry wavefunction itself is not a reasonable approxima-

tion for the low-spin (LS) antiferromagnetic state, rather it is a

spin-symmetry broken state that can be utilized to extract the

magnetic exchange interaction J upon suitable spin-projection

based on the eigenstates of Heisenberg’s spin Hamiltonian

(which must be approximately valid for the particular sys-

tem of interest). A while ago we extended the original ap-

proach to a fully coupled two-determinant framework, the so-

called extended broken-symmetry method (EBS), that enables

a formally consistent description of the properties of antifer-

romagnetic ground states in terms of an approximate LS po-

tential energy surface and thus allows for AIMD by generat-

ing that LS surface “on the fly”23,24. The magnetic exchange

coupling constants J are accessed at each timestep by propa-

gating the coupled high-spin (HS) and broken-symmetry(BS)

Kohn-Sham determinants simultaneously in the construction

of multi-determinant Born-Oppenheimer or Car-Parrinello ap-

proaches. For details related to the EBS method we refer the

readers of our previous works9,21,23–26 as well as to follow-up

studies of others groups20. Thus, we summarize in the follow-

ing only the salient features of the methodology that is applied

in the current work by following Ref. 21, where comprehen-

sive background can be found.

2.1 Calculation of the Magnetic Exchange Coupling

The magnetic exchange interaction of the two iron atoms in

a [2Fe-2S] cluster can be expressed using Heisenberg’s spin

Hamiltonian,

Ĥ =−2JŜFeA
ŜFeB

, (1)

where J is the magnetic exchange constant, a negative (posi-

tive) sign of it indicating an antiferromagnetic (ferromagnetic)

exchange coupling. The local spin operators, i.e. ŜA and ŜB,

are associated to the sites A and B, respectively, with the cor-

responding quantum numbers SA and SB.

Assuming the validity of Heisenberg’s model for the spe-

cific spin-coupled system of interest, the generalized formula

for calculating J using the broken-symmetry approach within

the Kohn-Sham density functional theory can be derived as

J =
[EBS −EHS]

4SASB +∑n
i ∑n

j f α
i f

β
j |S

αβ
i j |2

, (2)

where EBS and EHS are the (total electronic) energies of the

individual BS and HS Kohn-Sham determinants for the same

configuration of all atoms in the system; S
αβ
i j is the overlap

between the Kohn-Sham spin orbitals ψα
i / ψ

β
j in the BS de-

terminant, f α
i / f

β
j are their occupation numbers, and n is the

number of electrons23,24.

2.2 Multideterminant ab initio Molecular Dynamics

Though the broken-symmetry approach rejoices a great suc-

cess in computing magnetic exchange couplings of molecular

systems within static frameworks, it should be re-emphasized

that the BS determinant by itself is a rather poor approxima-

tion of the true LS state. However, the (total electronic) energy

of the LS state can be reasonably well approximated by a lin-

ear combination of the energies of the BS and HS determinants

via

ELS = (1+ c)EBS− cEHS (3a)

where the coefficient c is given as

c =
Smax − Smin −∑n

i ∑n
j f α

i f
β
j |S

αβ
i j |2

4SASB +∑n
i ∑n

j f α
i f

β
j |S

αβ
i j |2

. (3b)

In other words, ELS provides one with an approximate po-

tential energy surface which can be used for structure opti-

mization and molecular dynamics. Moreover, J computed

according to Eq. (2), which is obtained at no overhead cost

once ELS is known from Eq. (3a)–(3b) for a given config-

uration, provides one with the consistent coupling constant

given either an optimized structure or along a molecular dy-

namics trajectory. This method has been called the ”ex-

tended broken-symmetry” (EBS) approach and amounts to

an approximate spin-projection correction within a fully cou-

pled two-determinant approach23,24. Following our earlier

work23–26, we compute J and ELS consistently in the so-called

“strong localization” limit, thus assuming no overlap of the

magnetic orbitals24, which leads to a coefficient c that is inde-

pendent of both atom positions and electronic orbitals.

Given such a functional, i.e. Eq. (3a) with Eq. (3b), the

forces acting on the nuclei can be calculated straightforwardly

from

∇RI
ELS = [1+ c]∇RI

EBS − c∇RI
EHS (4)

for the approximate LS state. Using this equation one can

readily perform structure optimizations, vibrational analysis,

and AIMD (either using Car-Parrinello or Born-Oppenheimer

propagation)22 on the approximate LS potential energy sur-

face23,24. Importantly, note that within this EBS approach,
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spin projection is not only applied when J is computed, as con-

ventionally done in static calculations of such exchange con-

stants, but it is already taken consistently into account upon

structure optimizations as well as during molecular dynamics.

In this way an overall consistent incorporation of spin projec-

tion in both the generation and analysis of the approximate

antiferromagnetic ground state is realized.

2.3 Spin-constrained Two-determinant ab initio Molecu-

lar Dynamics

Within spin-constrained density functional theory (CDFT), the

cofactor is divided into two subregions A and B, localized at

the two spin centers A and B in the binuclear [2Fe-2S] com-

plex, while the bridging atoms are excluded from these re-

gions. The spin constraints can be defined in real space as

∫

A
ραβ (r)dr = NA ,

∫

B
ραβ (r)dr = NB , (5)

where ραβ (r) is the spin density

ραβ (r) = ρα(r)−ρβ(r)

and NA and NB are the constraint values of the total number of

unpaired electrons in subregions A and B, respectively; ide-

ally, |NA| = 2SA and |NB| = 2SB. For performing CDFT cal-

culations within the two-determinant EBS scheme, thus lead-

ing to our spin-constrained two-determinant extended broken

symmetry (CEBS) approach9,21 one needs to apply the spin

density constraints independently to both the BS and HS de-

terminants. In practice, one introduces two Lagrangian multi-

pliers λA and λB and minimizes the functional

W [ρα ,ρβ ,λA,λB] = EKS[ρα ,ρβ ]+

λA

(

∫

A
ραβ (r)dr−NA

)

+λB

(

∫

B
ραβ (r)dr−NB

)

(6)

subject to the imposed spin density constraints that act inde-

pendently on the BS and HS determinants.

For practical convenience in selecting subregions A and

B, and also for the estimation of accurate analytical nuclear

forces, Löwdin charges on atoms in these regions are used to

evaluate the total number of unpaired electrons, thus replac-

ing the definition Eq. (5) of subregions in real space18,30–33.

More recently, spatial partitioning schemes have also been

implemented efficiently within CDFT by using Hirshfeld

charges34,35.

2.4 Validity of the CEBS Approach and Adiabatic AIMD

One might wonder how reliable the results of the present adia-

batic AIMD simulations based on our CEBS approach for the

LS ground state can be. This question arises in particular since

in a most recent paper36 the validity of the Heisenberg model

for the low-lying spin states of Fe-S clusters was questioned.

Assuming the validity of Heisenberg’s model for the particu-

lar antiferromagnetic complex of interest is fundamental to the

idea of carrying out spin-projection within rather simple two-

determinant approaches such as EBS, as discussed in depth

in Ref. 24. Our own CAS-CI calculations, both for the ferre-

doxin and the Rieske cofactor, have shown that the Heisenberg

model is perfectly valid as long as a common set of molecular

orbitals is used for all spin states, obtained for instance by a

state-averaged CAS-SCF calculation.

In the more accurate modified CAS-CI calculations37, how-

ever, deviations from the the Heisenberg model are found.

They are quantified in Table 1 where we compile the low-

lying energy levels of the different spin states for the ferre-

doxin and Rieske-type cofactor models; for both systems the

CEBS equilibrium structures were used in conjunction with

state-averaged CAS-SCF orbitals and relaxation energies of

15.0 and 13.6 eV, respectively, as used earlier9. We recall

that in the present case the energy differences between the

states with total spin S = 0,1,2,3,4, and 5 according to the

perfect Heisenberg spin ladder are 2J,4J,6J,8J, and 10J, re-

spectively, which allows one to extract J values for instance

from subsequent energy levels, as reported in Table 1. Clearly,

there is an error in the order of 10 % with respect to the pre-

diction according to the ideal spin ladder, which still is fair

agreement given the simplicity of the Heisenberg model. It

is noted in passing that this is fully in line with the recently

reported accurate results36, where also only slight deviations

from the Heisenberg model were found for an oxidized [2Fe-

2S] model complex.

Table 1 Energies and antiferromagnetic exchange coupling

constants obtained from the present modified CAS-CI calculations

(see text) for the ferredoxin and Rieske-type model complexes. The

total spin of the energy level, the associated energy (in cm−1 relative

to the LS state), and the J values (in cm−1) as determined from the

difference between subsequent energies assuming validity of

Heisenberg’s model (see text) are reported as indicated. The J

values in bold are obtained from (ES=5 −ES=0)/30.

Ferredoxin Rieske

S ES −J ES −J

0 0 175.7 0 182.1

1 351.4 178.8 364.1 185.2

2 1066.4 183.9 1105.1 190.5

3 2169.7 191.3 2248.1 197.8

4 3699.9 200.6 3830.3 206.0

5 5705.7 5890.0

190 196

Moreover, our particular (spin-constrained spin-projected

two-determinant) CEBS approach21 that we use here has
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been benchmarked and validated earlier for both ferredoxin21

and Rieske9 complexes. Our underlying (spin-projected two-

determinant) EBS approach23,24 itself, in particular after ap-

propriately taking care of the self-interaction error25, has been

demonstrated by us25 and subsequently also by others20 to

provide a useful accuracy for iron-sulfur complexes and even

for mixed-valence compounds20.

Last but not least, it is worth stressing that it is perfectly

justified to neglect excited spin states and thus to perform

the CEBS AIMD simulations adiabatically in a single state,

namely using the LS potential energy surface of the ground

state according to Eq. (3a). The reason is that the lowest ex-

cited state is about 2|J| ≈ 400 cm−1 above the ground state

in the region of the equilibrium structure. This corresponds

to a thermal energy (kBT ≈ 600 K) which is about twice the

temperature used in our simulations (300 K). This makes non-

adiabatic coupling effects and thus multistate reactivity issues

very unlikely to be of crucial importance.

We are therefore confident that all our conclusions con-

cerning the various infrared absorption spectra and the differ-

ences in the magnetostructural dynamics between ferredoxin

and Rieske-type cofactors are justified.

2.5 Technical Details of the AIMD Simulations

The AIMD simulations were performed on Rieske and ferre-

doxin model systems in vacuo as shown in the insets of Fig. 1

using our in-house modified CEBS version21 of the CPMD pro-

gram package38. We have applied our CEBS approach us-

ing the Perdew-Burke-Ernzerhof (PBE) exchange-correlation

functional for the calculation of the BS and HS determinants

using a plane waves pseudopotential approach with a kinetic

energy cutoff of 25 Ry and a periodic cubic box of length 20.1

Å. The atomic core electrons were represented using ultra-

soft pseudopotentials where additional d-projectors for sul-

fur, scalar relativistic corrections, and semi-core states for iron

were considered.

The constraints on the spin densities in the subregions A

and B for ferredoxin were taken from our previous work on

ferredoxin21. However, applying the CEBS method to the

Rieske cofactor is more involved since it has two chemi-

cally nonequivalent iron atoms for which the spin populations

are slightly different from each other because of the differ-

ent covalent bonding environment. We have also noticed that

these populations are furthermore different for the BS and HS

states. As a result, we have used four separate constraint val-

ues that were determined by adopting the quasi-self-consistent

approach as described earlier21.

The iron-sulfur cofactors were initially equilibrated at

300 K for 3 ps, using a Nosé-Hoover chain thermostat, pre-

vious to 8 ps long NVT trajectories calculated to generate mi-

crocanonical dynamics which allows us to determine the mag-

netostructural auto- and cross-correlations. However, when

we analyzed the J spectrum and compared it with our previ-

ous studies on ferredoxin, we realized that a single trajectory

using CEBS inadequately sampled the phase space. As a re-

sult, the simulations could not capture some of the crucial low-

frequency resonances that characterize the J spectra at THz

frequencies. Thus, in order to properly sample the relevant

parts of phase space we performed five additional NVE sim-

ulations for each [2Fe-2S] cofactor. These NVE simulations

were initialized from five (well separated but randomly cho-

sen) phase space configurations generated by the NVT sim-

ulations at 300 K and thus yield observables in the canonical

ensemble after averaging. This procedure was applied both for

the Rieske and ferredoxin model complexes and all quantities

presented have been obtained by averaging over all NVE runs

for each model.

Fig. 1 Probability distribution functions P(J) of the

antiferromagnetic exchange coupling constants J at 300 K for the

ferredoxin and Rieske [2Fe-2S] model complexes as shown in the

insets.
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3 Results and Discussion

3.1 Distribution of the Magnetic Coupling Constant

The trajectory-averaged probability distribution functions

P(J) of the antiferromagnetic exchange coupling constant J

are plotted in Fig. 1 for the ferredoxin and Rieske model

complexes in panels (a) and (b), respectively. The maxima

of the distributions are nearly identical in value for the two

complexes, being −214 cm−1 for ferredoxin and −218 cm−1

for the Rieske model complex. This is in qualitative agree-

ment with experimental results which show no significant

differences between the J values for ferredoxins and Rieske

proteins, though the experimental values in the protein ma-

trix are slightly lower (being in the range of about −160 to

−180 cm−1) than those obtained by our CEBS AIMD simula-

tions. Previously, we have determined the vacuum-to-protein

shift25 for the very same ferredoxin complex at 300 K in vacuo

as that shown in the inset of Fig. 1(a) to the ferredoxin co-

factor in Anabaena Fd protein at 300 K to amount to about

−30 cm−1, which brings the herein computed CEBS values

into perfect agreement with experimental average J values.

Similarly, also the widths of the probability distribution func-

tions, and thus the thermal fluctuations at ambient conditions,

are nearly identical for the ferredoxin and Rieske complexes.

At first glance it is quite surprising to find out that the J

values for ferredoxins and Rieske cofactors are so similar, but

one has to keep in mind that the experimental values are time

averages and thereby do not contain detailed information on

the microscopic dynamics and on the fluctuations of J. The

latter, however, might very well be different for the chemi-

cally asymmetric and symmetric environments of the Rieske

and ferredoxin complexes, respectively. Only a time (cross-

) correlation analysis of the CEBS AIMD trajectories is able

to extract the dynamical behavior of the magnetic properties

and their explicit dependence on the structural dynamics by

providing direct access to magnetostructural dynamics23,24.

3.2 Dynamical Magnetic Properties

To study the dynamical behavior of a classical observable O,

first of all a auto-correlation function is defined such as

GOO(t) =
〈O(t0) O(t0 + t)〉t0

〈O(t0) O(t0)〉t0

, (7)

where 〈. . .〉t0
indicates the average over the reference time

points t0 along the trajectory generated in the MD simulations.

The Fourier transform of this time correlation function,

GOO(ω) =
1

2π

+∞
∫

−∞

GOO(t)exp[−iωt] dt , (8)

represents the spectral density or ‘power spectrum’ associated

to the corresponding property O. A quantity that can be shown

to be directly related to the corresponding ‘absorption spec-

trum’ is defined as

AOO(ω) = ω2 GOO(ω) , (9)

which includes the so-called harmonic quantum correction

factor for response functions (see Refs. 23,24 for background)

apart from various constants all set to unity. Similarly, cross-

correlation spectra involving different observables O and O′

are defined via

AOO′(ω) = ω2 GOO′(ω) . (10)

In order to dissect the magnetostructural dynamics of the

two cofactor models we auto- and cross-correlate the time-

dependent exchange coupling constant J(t) and selected bond-

length distances d(t) to be specified at a later stage.

Fig. 2 Absorption spectra AJJ(ω) from the dynamics of the

antiferromagnetic exchange coupling constants J(t) at 300 K for the

ferredoxin (blue) and Rieske (red) [2Fe-2S] model complexes.

The time correlation function analyses of the exchange cou-

pling constants J(t) were performed for all NVE trajecto-

ries separately, both for the ferredoxin and Rieske complexes.

Subsequently, the individual absorption spectra were averaged

with equal weights to yield the final AJJ(ω) spectra which are

displayed in Fig. 2.

The AJJ(ω) spectrum of ferredoxin consists in the region

between 100 and 500 cm−1, which is dominated by the vibra-

tions of the iron-sulfur core, of three distinct peaks at about

160, 288 and 390 cm−1. For the Rieske complex, in stark con-

trast, there are four such pronounced peaks at ≈ 149, 230, 300
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and 413 cm−1 in this region according to Fig. 2. The striking

difference is that the observed peak at 230 cm−1 in the Rieske

cofactor model is completely absent in ferredoxin. The other

three peaks are rather similar, both in their positions and in-

tensities. The main difference is that the two high-frequency

peaks of ferredoxin are shifted to slightly higher frequencies

in the Rieske complex, from 288 to 300 cm−1 and from 390 to

413 cm−1, respectively. A reversed trend is observed for the

low-frequency peak that appears at 149 cm−1 in the Rieske

complex while it is located at 160 cm−1 in ferredoxin.

This comparison of the absorption spectra AJJ(ω) obtained

from the auto-correlations of the time-dependent coupling

constant J(t) reveals that the dynamics of the magnetic prop-

erties is indeed very different between Rieske and ferredoxin

cofactor models, albeit their time-averaged distribution func-

tions P(J) and thus their thermal averages 〈J〉 are nearly in-

distinguishable. Obviously the question now arises why the

corresponding peak at 230 cm−1 is absent in ferredoxin ?

3.3 Cross-correlation Analyses: Magnetostructural Dy-

namics

In order to understand the origin of the various spectral fea-

tures in the absorption spectra AJJ(ω) as shown in Fig. 2 and,

in particular, the difference between the Rieske complex and

ferredoxin, we have performed a cross-correlation analysis of

the dynamics involving the antiferromagnetic coupling con-

stant, J(t), and important structural parameters that describe

of the iron-sulfur core. The latter have been selected bond

lengths, interatomic distances, as well as bond angles. Since

we are mainly interested to understand the stark differences in

the AJJ(ω) spectra of Rieske versus ferredoxin [2Fe-2S] com-

plexes, we have only considered the dynamical fluctuations of

the key structural parameters X defining the structure of the

[2Fe-2S] core and moreover the covalent bonds to the next

neighbors of the two Fe atoms which connect the cofactors

to the protein residues. These parameters are the bond angle

α , the four bridging Fe–S bond distances in the core, dFe−Sb
,

and the two terminal bond distances dFe−St / dFe−Nt between

the Fe sites and the terminal S / N atoms of the cysteine and

histidine ligands, respectively.

The set of absorption and cross-correlation spectra, i.e.

Add(ω) and AJd(ω), for the different bond lengths d in the two

cofactor models as well as AJJ(ω) for reference are depicted

in Fig. 3. The spectra involving the bond angle α are not in-

cluded since the respective Aαα(ω) turn out to be nearly iden-

tical for the Rieske and ferredoxin complexes and are thus ir-

relevant for rationalizing the differences in the magnetostruc-

tural dynamics of the two cofactors. The absorption spectra

have peaks at about 150 cm−1 and the corresponding cross-

correlations AJα(ω) are very small in the whole frequency re-

gion.

(a)

(b)

Fig. 3 Absorption spectra AJJ(ω), bond length vibrational spectra

Add(ω), and corresponding cross-correlation spectra AJd(ω) from

the dynamics of the antiferromagnetic exchange coupling constants

J(t) and d(t) at 300 K for the (a) ferredoxin and (b) Rieske [2Fe-2S]

model complexes where d(t) is given by dFe−St
, dFe−Sb

, and dFe−Nt

(see text).

3.3.1 Ferredoxin Cofactor ModelThe Add(ω) spectra for

the bond distances d in Fig. 3(a) show that the vibrational

modes in the region around 400 cm−1 consist mainly of the

four internal bond distances dFe−Sb
between the Fe centers

and the bridging S atoms. Thus, only small contributions are
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due to the dynamics of the terminal Fe-St distances in this fre-

quency range. In the region between 250 and 350 cm−1, on the

other hand, it is the vibrations of the terminal Fe-St bonds that

dominate, but with non-negligible contributions from dynam-

ical couplings to the internal Fe-Sb distances. This is com-

pletely in line with the computational analysis9 of the reso-

nance Raman spectra for several ferredoxin containing pro-

teins39–41 as well as with our own previous spectral decompo-

sition23,24 for the same Fe2S4H2 model complex. The cross-

correlation spectra AJd(ω) indicate that there is a nearly per-

fect correlation between J and the modes involving the iron

bonds to the bridging sulfurs, dFe−Sb
, while the corresponding

correlation between the exchange constant and the terminal

iron-sulfur bonds, dFe−St , is much weaker.

The absorption spectrum of J, AJJ(ω), in the upper panel of

Fig. 3 (a), is dominated by the vibrational modes containing

dFe−Sb
, in particular the Ag mode at about 400 cm−1 (see Refs.

23,24 for the assignment), while both bridging and terminal

Fe-S bond distances contribute to the peak at 288 cm−1. The

peak at 160 cm−1 is mainly caused by the Ag mode of the bond

angle α in the iron-sulfur core, i.e. the ”angular” mode23,24.

All this analysis means that the fluctuations of the antifer-

romagnetic exchange coupling constant J(t) are mainly a con-

sequence of the vibrational dynamics of the bond distances in

the [2Fe-2S] core itself and to a much smaller extent of the

fluctuations involving the terminal ligands.

3.3.2 Rieske Cofactor ModelThe situation is more com-

plex for the Rieske complex as analyzed in Fig. 3(b). The posi-

tion of the high-frequency peak in the spectrum of J, AJJ(ω), is

similar to that of the corresponding resonance in ferredoxin at

390 cm−1, being only shifted by about 20 cm−1 to 413 cm−1.

This is to be expected since this vibrational resonance is due to

the Ag mode of the bond distances in the iron-sulfur core and

the average Fe–Sb bond distances in ferredoxin and the Rieske

model complex being nearly identical, 2.25 and 2.26 Å, re-

spectively. Note that our CEBS AIMD simulations yield for

dFeN−Sb
and dFeS−Sb

average values of 2.20 and 2.32 Å, re-

spectively, which are the values reported earlier in Ref. 9.

Similarly, the peak at 149 cm−1 corresponding to the ”angu-

lar” mode is also very close to the corresponding resonance in

ferredoxin.

In the intermediate frequency range, however, i.e. between

200 and 350 cm−1, there are pronounced differences observed

between ferredoxin and the Rieske complex which can be

viewed to be the ”fingerprint region” that allows one distin-

guish these two distinct cofactors. The absorption spectra

Add(ω) for the structural parameters d as well as the cross-

correlation spectra AJd(ω) show how the ferredoxin peak at

288 cm−1 is split into two parts in the Rieske case. The part

at 230 cm−1 is essentially caused by the fluctuations of the

terminal bond distances dFe−Nt between Fe and N atoms, thus

involving mainly the two histidine residues absent in ferre-

doxins, with only small contributions from both the terminal

and bridging Fe-S distances dFe−St and dFe−Sb
. The termi-

nal Fe-St vibrational modes, on the other hand, are shifted

to higher frequencies and are responsible for the small shoul-

der at about 360 cm−1 that is visible in the AJJ(ω) spectrum

shown in Fig. 2. Finally, due to the chemical asymmetry of

the Rieske iron-sulfur core resulting into different Fe-Sb bond

lengths, the contribution of the internal [2Fe-2S] core vibra-

tions is split into two smaller parts, one of which is still lo-

cated at 300 cm−1 as in ferredoxin while the other one occurs

at about 225 cm−1 and enforces the peak at about 230 cm−1.

4 Conclusions and Outlook

The two iron atoms in the [2Fe-2S] cofactors of ferredox-

ins and Rieske-type proteins are antiferromagnetically cou-

pled. The magnitude of the measured exchange coupling con-

stants, J, are rather similar in the two types of proteins, about

180 cm−1. This is slightly surprising since the chemical asym-

metry of the [2Fe-2S] core in the Rieske-type proteins should

have the consequence that their properties are different from

those of the ferredoxins possessing symmetric [2Fe-2S] cores.

Such differences have been indeed found for the structures of

the iron-sulfur cores9 and the resonance Raman spectra39–41.

The present ab initio molecular dynamics simulations,

which rely on a spin-projected density functional represen-

tation of the underlying electronic structure in terms of two

coupled spin-constrained Kohn-Sham determinants, could re-

solve this dilemma. This dynamical method directly provides

access to the time-evolution of the coupling constant, J(t), and

thereby allows one to extract detailed information about the

magnetostructural dynamics of ferredoxin and Rieske model

complexes in vacuo at 300 K. The absorption spectrum ob-

tained from the auto-correlations of J(t), AJJ(ω), shows for

the ferredoxin complex three prominent peaks in the region

between 100 and 500 cm−1, which is the range that is known

to be dominated by the internal and terminal vibrational modes

of the [2Fe-2S] core. In the Rieske-type complex, on the

other hand, AJJ(ω) exhibits four peaks in this region. The

low and high frequency peaks, at about 150 and 400 cm−1,

are rather similar in the two [2Fe-2S] containing complexes.

But the ferredoxin peak in the intermediate frequency regime,

between about 200 and 350 cm−1, is shown to be split in the

Rieske complex into two parts. This is thus a ”fingerprint re-

gion” that allows one distinguish these two distinct cofactors.

Power spectra of several structural parameters X(t) in-

volved, mainly the Fe–S distances, as well as detailed cross-

correlation analyses of their fluctuations with respect to the

dynamics of the exchange coupling constant itself, AJX(ω),
reveal that this splitting is indeed directly caused by the chem-

ical asymmetry of the [2Fe-2S] core in the Rieske complex.
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This is completely in line with the experimental resonance

Raman spectra showing several more peaks in this region for

Rieske than for ferredoxin proteins39–41. In stark contrast, the

calculated time average of the coupling constant, 〈J〉, turns out

to be essentially the same for the ferredoxin and Rieske com-

plex, in substantial agreement with the experimental data for

the corresponding proteins.

The present study shows most clearly that it needs a

detailed dynamical analysis to reveal the differences in the

magnetic properties of ferredoxins and Rieske-type proteins.

Conventional magnetic measurements, yielding only time

averages, are not sufficient to capture the details of the

magnetostructural dynamics in these iron-sulfur proteins.

Unfortunately, such measurements of AJJ(ω) or AJX(ω) are

not yet available. We hope that advanced spectroscopic

methods, possibly combining Mößbauer and vibrational

measurements of the [2Fe-2S] cofactors as already outlined

in Ref. 23, might be developed in the future. In particular,

frequency-dependent excitations with a focus on the dynamics

of Fe sites could be achieved by nuclear inelastic scattering

of synchrotron radiation at Mößbauer–active nuclei, which

is already established for intramolecular vibrational spec-

troscopy that is sensitive exclusively to modes that involve

the motion of iron nuclei42,43. Although challenging, such

an experimental technique would open up a new dimension

by revealing the rich magnetostructural dynamics not only of

such iron-containing cofactors in metalloproteins, but also of

magnetic complexes in general.
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