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Abstract

We outline the construction of frequency-dependent polarizable force fields. The force

fields are derived from analytic response theory for different frequencies using a generaliza-

tion of the LoProp algorithm giving a decomposition of a molecular dynamical polarizability

to localized atomic dynamical polarizabilities. These force fields can enter in a variety of ap-

plications - we focus on two such applications in this work: Firstly, they can be incorporated in

a physical, straightforward, way for current existing methods that use polarizable embeddings,

and we can show, for the first time, the effect of the frequency dispersion within the classical

environment of a quantum mechanics - molecular mechanics (QMMM) method. Our method-

ology is here evaluated for some test cases comprising water clusters and organic residues.

Secondly, together with a modified Silberstein-Applequist procedure for interacting inducible

point-dipoles, these frequency-dependent polarizable force fields can be used for a classical

determination of frequency-dependent cluster polarizabilities. We evaluate this methodology

by comparing with corresponding results obtained from quantum mechanics or QMMM where

the absolute mean ᾱ is determined with respect to the size of the QM and MM parts of the total

system.

∗To whom correspondence should be addressed
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Introduction

Force fields constitute crucial quantities in classical molecular dynamics simulations as they dic-

tate the precision and the cost, and therefore the limitations and applicability of such calculations.

It follows that force fields have been the subject of ever ongoing efforts of refinement and analysis

where both the results of more accurate models. i.e. quantum mechanics based1, and of fitting

to experimental data are employed2. Largely, such force fields divide into electrostatic3, polariz-

able4 and reactive force fields5, lately also so-called capacitance force fields6, regulating charge

transfer in the molecular mechanics medium. With the implementation of quantum-classical hy-

brid models, like quantum mechanics - molecular mechanics, QMMM7, the quality of force fields

are also scrutinized in terms of the interaction between the quantum and classical parts8. This

puts additional demands in that the quality of the force fields should balance the precision of the

quantum part for the evaluation of the structural dynamics or properties. More recent implementa-

tions9,10 of properties and spectroscopy in the QMMM framework often demand full electronic as

well as polarizable electronic embeddings and furthermore complete granulation of such embed-

dings in terms of separate atomic contributions, sometimes even covering atom - bond partitioning

and multipole expansions of the charges11–13. An often attended vehicle to fulfill this demand is

the so-called LoProp method14 for extracting atomic and interatomic contributions to molecular

properties. It was originally formulated as a sequence of transformations of the atomic overlap

matrix, giving a localized orthonormal basis that depends only on molecular structure and the ini-

tial atomic orbital basis set. The localized properties are then obtained by forming partial traces

over basis functions associated with one chosen center or a pair of centers. These localized proper-

ties have indeed been of much use as granulated force-fields in QMMM calculations of properties,

ranging from NMR, EPR over to optical properties and X-ray spectroscopy15–19.
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In a previous work20 we showed how a LoProp polarizable force field can be derived quantum

mechanically for extended environments by using analytical response theory. The theory, where

the change of a wave function due to an external field is represented by a unitary transformation,

derives from the classical work by Olsen and Jørgensen21 for MCSCF theory, and later general-

ized for DFT by Sałek et al.22 In the present work we extend the quantum mechanical response

theory approach to construct the localized polarizable force fields to be frequency dependent. The

possibility to do so follows from the fact that analytic response theory, in contrast to the finite field

algorithm used in the original LoProp approach, can determine the first order response for fre-

quencies which directly match those of the externally perturbing field. This effectively produces

polarizable force fields which include the quantum mechanical density perturbation caused by an

external field. This extension of the MM region in typical QMMM calculations allows for a more

physical description of properties in the QM region, since the interaction between the MM and the

QM regions now includes the frequency dependence of the classical region.

Our work is motivated by a few facts - frequency-dependent molecular-mechanics force fields

would allow for an instantaneous, or optical, MM polarization by the electronic degrees of free-

dom in the quantum part of a QMMM model. Such a model has to our knowledge not yet been

implemented: Secondly, it makes it possible to extend the QMMM properties to cover the full

QMMM simulation volume. This is thus an extension of current QMMM property calculations

where the embedding MM part acts as a perturber of the property determined by the QM: Thirdly,

it allows for a calculation of the property for very large clusters that are evaluated classically. We

address the latter aspect by implementing the Silberstein-Applequist model23 for many interacting

induced dipoles for the linear frequency dependent polarizability. As MM clusters are sampled

by molecular dynamics at a given temperature and pressure, the possibility to follow the evolu-

tion of the cluster property in time and size is presented. To demonstrate the performance of our

model we compute the static and dynamic polarizability of the TIP3P24 water model and study

the size-dependent behavior and convergence of the mean polarizability for different ensembles of

water clusters. We present two different cases for these clusters, where we obtain configurations
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of varying size by the means of MD simulations. We first calculate the error in the mean polariz-

ability using a modified Silberstein-Applequist model for water in gas phase with respect to QM

response theory, and then utilize the QMMM response method to obtain the absolute mean polar-

izability. For the QMMM part, we directly incorporate the LoProp frequency dependent properties

in the MM region, and study their effect. We further apply this method to the calculation of the

frequency dependence in the amino acid acid tryptophan situated in a protein. We choose the tryp-

tophan model because of its size and conjugated aromatic system in the side-chain, to show that

the localized frequency-dependent properties can be modeled in more complex molecules, and also

be derived as force fields for biological systems. The tryptophan configurations are taken directly

from MD trajectories, following a comparison of the convergence of the properties with respect to

the simulation time.

A frequency-dependent LoProp approach

In a previous paper20 we demonstrated an alternative derivation of the LoProp approach which was

based on analytical response theory. As response theory provides a formulation of perturbation

theory which handles time-independent and time-dependent cases within the same formalism, we

now investigate the effects of projecting the dynamical polarizability onto atomic contributions.

This can be expected to be meaningful provided that the frequencies involved are well below the

first resonance. To outline the steps in single-determinant time-dependent response theory (see e.g.

Salek et al22) we have a state |0̃〉 that evolves in time

|0̃〉 ≡ e−κ̂(t)|0〉 (1)

where the exponential operator is a parameterized time-evolution operator, κ̂ a real anti-hermitean

operator

κ̂ = κpq(t)a
†
paq (2)

4
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of which the matrix elements {κpq} form the parameters of the theory. A time-dependent vari-

ational principle based on the Ehrenfest theorem provides a solution to the time-independent

Schrödinger equation in this space of parameters {κpq}, i.e. arbitrary static operators Ô satisfy

δ〈0|[Ô, eκ̂(t)(Ĥ − i
∂

∂t
)e−κ̂(t)]|0〉 = 0 (3)

A well-chosen set of operators {Ô} provides linear systems of equations for the parameters {κpq}

to various orders in the perturbation. If we consider monochromatic perturbations of frequency ω

we can extract the dynamical dipole polarizability from the linear response function

δ〈eκ̂~̂re−κ̂〉(ω) = 〈[δκ̂, ~̂r]〉(ω) =
∑

pq

~rpqδD
pq(ω) (4)

δDpq(ω) = [δκT (ω), D]pq (5)

The dipole moment is expanded in terms of atomic- and bond contributions

〈−~rC〉 = −
∑

AB

∑

l∈A

m∈B

(~rAB)lmD
lm +

∑

A

QA(~RA − ~RC) (6)

with the localized LoProp basis, where ~rAB is the electronic coordinate with respect to the midpoint

of the bond A− B and the frequency-dependent variation can be written

δ〈−~rC〉(ω) =
∑

AB

∑

l∈Am∈B

−(~rAB)lmδD
lm(ω) +

∑

AB

∆QAB(ω)(~RA − ~RB) (7)

∆QAB is a charge-transfer matrix satisfying

∑

B

∆QAB(ω) = δQA(ω) (8)

5
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where the local charge response to the external perturbation is

δQA(ω) = −
∑

l∈A

δDllω) (9)

This leads to localized dynamical polarizability of the form

αAB(ω) = −
∑

l∈A

m∈B

~rlmδD
lm(ω) + ∆QAB(ω)(~RA − ~RB) (10)

completely analogous to the static case.

Computational Details

The ground state and the frequency dependent first order perturbed electronic densities are cal-

culated for the TIP3P water model using the program DALTON25 by the means of analytic re-

sponse theory at the TDHF26 level. The LoProp approach is then used to calculate the charges

q, dipole moments p and polarizabilities α (ω) of the atomic sites using a program implemented

in Python.27 Since the molecular polarizability is sensitive to the choice of the basis set, we do an

initial study of the molecular αMolecular (ω) using different basis sets and frequencies. For the eval-

uation of the properties in the water clusters αCluster (ω), we take interest in the average (isotropic)

polarizability

ᾱ =
1

3

∑

i

αii (11)

In our Silberstein-Applequist implementation, we represent each water molecule using a set

of inducible point dipoles. The point dipoles belonging to the same molecule can not interact

with each other because their interaction has already been accounted for at the time the localized

properties were derived. Furthermore, the localized properties are additive and sum up to the

molecular net property. Previous works28 that implement the Silberstein-Applequist model assign

6
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the atomic polarizabilities semi-empirically from experimental data, and fit these to the molecular

polarizabilities derived from QM. In addition these models incorporate a scaling of the interatomic

distances. In this way the polarizability can be obtained for large molecules such as proteins

if fitting is performed to large sets of experimentally available data. Our model differs in that

the intermolecular properties are evaluated from the ab initio derived properties of each isolated

system.

Water

To obtain configurations of the water clusters, we perform an NVT ensemble molecular dynamics

calculation for the TIP3P water model by employing the AMBER0329 force field in the GRO-

MACS computational package30. The TIP3P model is parameterized to reproduce several ex-

perimental data of water and is routinely used as the explicit solvent representation in standard

simulations of biological systems. We solvate 340 water molecules in a 21.64 Å3 periodic box and

perform a steepest descent energy minimization using 200 steps, following an equilibrium run of

200 ps using temperature and pressure coupling. The temperature is 298.15 K and we use the leap-

frog integrator with a 2 fs time-step. Finally, the pressure coupling is turned off and the system

runs for a full 20 ns. We pick up snapshots during the last 10 nanosecond run at a 100 ps spacing,

ensuring no statistical correlation between the configurations.

To pick N water molecules from a trajectory point P , we use the following systematic ap-

proach. Firstly, all water molecules are ordered in ascending order with respect to the closest

distance to the center of the simulation box, and then the first N molecules are chosen in that or-

dered list. For the QMMM calculations, we thus take N water molecules in the QM region, and

the remaining M molecules in the sorted list which creates a QMMM setup where the core QM

region is embedded by the MM region which is systematically varied by choosing M .

The localized properties are derived for the TIP3P model with a predefined geometry rO−H =

0.9572 Å and θH−O−H = 104.52◦ and used as a template for all other water molecules in a cluster.

We thus transform all the properties from the template to the target geometries in the water cluster

7
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Tryptophan

The protein cyclooxygenase-2 with the PDB entry 4COX.pdb31 is used to collect the configura-

tions of the tryptophan residues. We use the same ensemble, parameters and procedure as in the

water simulation, with the addition of counter-ions appropriate for the physiological pH-level, and

a total simulation time of 4 ns. Although in reality a small area of the protein is absorbed onto

the lipid membrane, for our purposes, the MD simulation only serves as a tool to gather a data

set for the statistical analysis of αLoProp (ω), and thus the membrane-protein interaction is irrele-

vant. We take the configurations from the trajectory for all 6 tryptophan residues at two different

time intervals ∆t = 1 ps, and ∆t = 200 ps, respectively, and thus compare the α
LoProp (ω)

as a function of both frequency and correlation time averaging. Since the amino acids need to

fulfill valency, we add the HCO− group with a hydrogen from the preceding residue and the

−NH2 group capped with a hydrogen in the following group, respectively, for all residues. We

furthermore calculate the QMMM polarizability α
QMMM (ω) of one chosen tryptophan residue,

by explicitly including all the residues within a 10 Å center-of-mass distance of the chosen tryp-

tophan residue. For each residue in the MM region, we represent each atom with a charge and

isotropic polarizability. We perform the full polarizable force field derivation with the means of

the MFCC32,33 method, where we use the con-cap group H3C-CO-NH-CH3, by taking the H3C-

CO- atoms from preceding amino acids, and the -NH-CH3 from the following amino acids. for

all residues included in the MM-region. For the tryptophan residue in the QM-region, we use the

TDHF method in DALTON for the calculation of polarizabilities, using the ANO34 basis set with a

2s1p (H) /3s2p1d (C/N/O) contraction. The frequencies used for the tryptophan calculations are

ω (λ) = 0.0 (∞), 0.0428 (1064 nm), 0.0911 (500 nm), 0.114 (400 nm).

Results and Discussion

Polarizable force fields form a prerequisite for accurate MD and quantum-classical QMMM sim-

ulations alike. In the case of QMMM property calculations it seems that the LoProp approach,14

9
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originally presented by Gagliardi et al, has become a most important vehicle for generating force

fields that include polarization. While the LoProp scheme is most flexible for the construction

of decomposed force fields, five main types has emerged in QMMM applications35: i) atom dis-

tributed charges; ii) atom distributed charges with a central polarizability; iii) atom distributed

charges and polarizabilities; iv) atom and bond distributed charges and polarizabilities; v) atom

and bond distributed charges and polarizabilities with multipoles expanded at each atomic site

(normally truncating at octupoles). These different MM models have been particularly well tested

in case of the water solvent36–38. The precision of the more refined models comes with a computa-

tional cost, and is also directed by the type of property considered in the QMMM calculations. An

often made observation is that the third level is needed for obtaining the necessary precision, i.e.

decomposing the polarizabilities into atomic contributions. It has also been noted on several occa-

sions that a good MM parametrization of water (and possibly any other solvent), reliefs the need

to include waters in the QM box, thereby making the QMMM partitioning remain well-defined

over simulation time, and substantially reducing cost39. We demonstrate the performance of our

model with the following studies: the basis set dependence of the polarizability for a single water

molecule; the relative error in our point-dipole model for gas phase water clusters with respect to

the QM results; QMMM treatment of the same water clusters embedded in a polarizable MM envi-

ronment where each particle is represented with our derived frequency dependent force fields, and

lastly; the frequency dependent polarizability in a tryptophan residue, both evaluated in gas phase,

and as a property determined with QMMM where we include the closest amino acid residues, rep-

resented by atomic charges and isotropic polarizabilities derived with our method described in the

theory section.

In the theory section it was stated that the polarizable frequency dependent properties are only

meaningful when evaluated well below resonance. In Figure 2, the mean polarizability ᾱ (ω) was

calculated quantum mechanically, and using the classical model, for a random cluster consisting

of 10 water molecules. It can be seen that the polarizability diverges and further oscillates at

field strengths larger than 0.3 A.U. (152 nm). It can also be noted that the frequency dependent

10
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water. Moreover, by performing an average over uncorrelated MD configurations, we see in Fig-

ure 4b that both the oxygen-centered and LoProp type converge to the TDHF result for 7-10 water

molecule cluster sizes with an error of < 0.5 %.

In Figure 5, we plot the frequency dependent ᾱCluster (ω), with ω = 0.0774, evaluated with

properties obtained at ω = 0.0, and ω = 0.0774, respectively. This means that in our point-dipole

model, the point polarizabilities of the oxygen-centered and the LoProp type are derived for two

different frequencies, labeled as O-centered ω and LoProp ω, respectively, in Figure 5. Both the

blue (O-centered) and the red (LoProp) lines shifts upward when including the frequency depen-

dence of the polarizability in the model, which shows that both models capture the frequency

dispersion of the water clusters as predicted by TDHF. Furthermore, if the frequency dependence

of ᾱMolecule (ω) is not included in the point-dipole model, the error is twice as large for the oxygen-

centered model compared to the LoProp model. This is due to the LoProp model slightly overesti-

mating the total ᾱCluster (ω), as compared to the Oxygen-centered type.
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can be approximated as an average over a few residues and snapshots. This result suggests that the

frequency dependent polarizabilities may also be transferable between different systems.

In Figure 15, we plot the molecular frequency dependent mean polarizability for a tryptophan

residue, embedded in an MM polarizable environment, represented by point charges and isotropic

polarizabilities on each atomic site in the MM-region, for residues within a center-of-mass distance

of 10 Å from tryptophan. The effect of having a frequency dependent polarizable embedding shifts

the results of about 2 % for the frequency dependent polarizability determined by QMMM with

respect to using a polarizable embedding obtained at the static frequency. Our studies on the

water molecule shows that the frequency dependent polarizability varies more when using a larger,

more diffuse basis set. Furthermore, The inclusion of the closest MM environment had the most

significant effect on the QM subsystem, while an extended MM environment predicted the gas-

phase value for the polarizability of the Oxygen-centered type water and a slight underestimation

of the gas-phase value for the LoProp type.
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we investigated the purely classical intermolecular polarizability using ab-initio derived properties,

the effect caused by frequency dependency in the MM environment in a QMMM study of water

clusters, and the effect of the dynamic local polarizability in larger delocalized aromatic systems.

The outcome from incorporating frequency-dependent MM properties shows no significant effect

in the case of water molecules for the QMMM evaluated property ᾱ (ω), since the polarizability

is not highly sensitive to the applied field frequency. For larger systems, and especially polariz-

able systems, the effect of frequency dependence in the MM environment becomes non-negligible.

We have shown that our LoProp implementation can extract the frequency-dependent properties in

complex structures, and furthermore be used in general QMMM calculations for the determination

of properties within the polarizable embedding framework. We tested the methodology for a small

number of systems and parameters, but as the method can directly be implemented with any quan-

tum mechanical wave-function and basis set, an extension to the study of any other systems is pos-

sible without the need of re-writing existing code. We can thus foresee that frequency-independent

force fields in QMMM calculations can routinely be replaced by frequency-dependent force fields

with gain of generality and without loss of efficiency.
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