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We present the first application of the variationally Orbital Optimized Antisymmetric Product of 1-reference orbital Geminals
(vOO-AP1roG) method to singlet-state actinide chemistry. We assess the accuracy and reliability of the AP1roG ansatz in
modelling the ground-state electronic structure of small actinide compounds by comparing it to standard quantum chemistry
approaches. Our study of the ground state spectroscopic constants (bond lengths and vibrational frequencies) and potential
energy curves of actinide oxides (UO2+

2 and ThO2) as well as the energetic stability of ThC2 isomers reveals that vOO-AP1roG
describes the electronic structure of heavy-element compounds accurately, at mean-field computational cost.

1 Introduction

Fundamental interest in actinide compounds originates from
their rich coordination chemistry, unusual bonding schemes,
catalytic properties,1–9 and importance in nuclear waste re-
processing.10–12 Unfortunately, the acute toxicity, radioactiv-
ity, and instability of most actinide species hamper experi-
mental studies on actinide reactivity and restrict deeper in-
sights into actinide chemistry. Therefore, theoretical mod-
elling of electronic structures, bonding properties, structural
and spectroscopic parameters, as well as relative stabilities of
actinide-containing molecules, is highly desirable. This re-
mains, however, a difficult task, even for present-day quantum
chemistry.13,14

To accurately describe the electronic structure of actinide
species, we have to include relativistic effects and perform
a correlated treatment of a large number of electrons.15–18

Specifically, the valence atomic 5 f , 6d, 7s, and 6p orbitals
participate in chemical bonding, are quasi-degenerate, and
have similar spatial extent.19 Furthermore, numerical exam-
ples reveal that the valence 5d orbitals have non-negligible
contribution to the electron correlation energy of some ac-
tinide species.20,21 Consequently, a reliable treatment of elec-
tron correlation effects in actinide-containing molecules usu-
ally requires a multi-reference treatment with a large ac-
tive space.22,23 Standard approaches to the strong electron
correlation problem in actinide chemistry are the Complete
Active Space Self-Consistent Field24,25 (CASSCF) method,
the Multi-Reference Configuration Interaction (MRCI)26 ap-
proach and the Fock-space formulation of Coupled Cluster
(CC) theory27–29 (see Refs. 20,21,30–42 for recent applica-
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tions). These methods are, however, often limited to proto-
typical model systems that serve as small building blocks of
realistic actinide compounds that can be isolated experimen-
tally.43 Somewhat larger actinide molecules44 can be modeled
using tensor-network-based approaches like the Density Ma-
trix Renormalization Group45,46 (DMRG) algorithm. How-
ever, DMRG and similar approaches still require the introduc-
tion of an active space to be computationally feasible.

Computational studies on large realistic actinide com-
pounds are currently dominated by Density Functional The-
ory47 (DFT), which provides an efficient description of elec-
tron correlation effects.48,49 Despite the successful results of
many DFT studies supporting experimental findings in the
field of actinide chemistry (see, for example, Refs. 42,50–62),
DFT can yield erroneous predictions for systems that do not
have a single dominant electron configuration.21,40,63,64 This
motivates the development of new computationally feasible
correlated approaches for actinide chemistry. Such methods
will allow us to reliably model realistic actinide species.

One promising solution to that problem can be found in
geminal approaches.65–67 Geminal-based methods use two-
electron functions to model the correlated motions of elec-
trons efficiently. Some examples for geminal-based ap-
proaches are generalized-valence-bond perfect-pairing68–70

(GVB-PP), the antisymmetric product of strongly orthog-
onal geminals71–75 (APSG), the particle-number projected
Hartree–Fock–Bogoliubov ansatz,76 the antisymmetric prod-
uct of interacting geminals76–89 (APIG), and the Antisymmet-
ric Product of 1-reference orbital Geminal66 (AP1roG). Re-
cently, we have shown that AP1roG is a suitable model to de-
scribe strong electron correlation in some well-known multi-
reference molecules.67,90–92 The AP1roG ansatz can be writ-
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where ap, ap̄ are the electron annihilation operators for spin-
up (p) and spin-down electrons (p̄), |F0i is some independent-
particle wave function (for instance the Hartree–Fock (HF)
determinant), and {ca

i } is the geminal coefficient matrix. We
should note that if we impose specific restrictions on the struc-
ture of {ca

i }, we can deduce different geminal models.65

While the computational cost of AP1roG (or pair Coupled
Cluster Doubles93–95) is comparable to DFT, AP1roG de-
scribes systems with quasi-degenerate electronic levels, tran-
sition state structures,92 and bond breaking processes66,90,91

accurately, provided the orbitals are optimized and the optimal
solution is symmetry-broken.67,96 We should note that due to
the four-index transformation of the electron repulsion inte-
grals, the computational scaling deteriorates to O

�
K5�. 67

Similar to orbital optimized CC methods, there are dif-
ferent techniques to optimize the one-particle basis func-
tions within the AP1roG framework.67,91,92 Recent numeri-
cal studies showed that the variational orbital optimization
(vOO-AP1roG67) approach is superior to approximate non-
variational techniques and represents the most robust and reli-
able orbital optimization scheme for AP1roG.91,92 Through-
out this paper we will abbreviate vOO-AP1roG simply as
AP1roG. In this optimization scheme, the orbitals are cho-
sen to minimize the AP1roG energy functional subject to the
constraint that the AP1roG coefficient equations are satisfied.
In intermediate normalization, the energy Lagrangian has the
form

L =hF0|ekkk Ĥe�kkk |AP1roGi+ (2)

Â
i,a

l a
i
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iī |e
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where {l a
i } are the Lagrange multipliers and k denotes the

orbital rotation. The requirement that the derivative of L with
respect to the Lagrange multipliers {l a

i } is stationary results
in the standard set of equations for the geminal coefficients
{ca

i }, 67 while the stationary requirement of L with respect to
the geminal coefficients, ∂L

∂ca
i
= 0, leads to a set of equations

for the Lagrange multipliers, analogous to the L-equations in
CC theory.97 The variational orbital gradient is the derivative
of L with respect to the orbital rotation coefficients {kpq}. 92

We should stress that the resulting orbital optimized
AP1roG wave function is size-extensive (by construction,
cf. eq. (1)) and size-consistent (because of orbital optimiza-
tion).67,90,91,93,94

Currently, the AP1roG approach is limited to closed-shell
systems. While extensions to open-shell systems are possible,
they are yet to be developed.65

In this article, we assess the accuracy and reliability of
AP1roG to model singlet-state actinide chemistry focusing
on small actinide model complexes that represent non-trivial
multi-reference problems. The computational methodology is
summarized in section 2. In section 3, we discuss spectro-
scopic constants (bond length and symmetric stretching vi-
brational frequency) and potential energy surfaces of UO2+

2
and ThO2, as well as the energetic stability of the singlet-state
structural isomers of ThC2. Finally, we conclude in section 4.

2 Computational Details

2.1 Relativity and Basis Sets

Scalar relativistic effects were incorporated through relativis-
tic effective core potentials (RECP).98 In all calculations, we
have used a small core (SC) RECP (60 electrons in the core)
for heavy elements with the following contraction scheme
(12s11p10d8 f ) ! [8s7p6d4 f ]. 99 For lighter elements (O
and C), the cc-pVDZ basis set of Dunning was employed,
(10s5p1d) ! [4s3p1d]. 100 We note that all the systems stud-
ied in this work have closed-shell electron configurations
which are essentially not affected by the presence of spin–orbit
coupling.

2.2 Structures and Fitting Protocol

We have used a linear structure for UO2+
2 and a bent structure

(] (O–Th–O) = 120) for ThO2. The three structures of singlet
ground-state ThC2 compounds are displayed in Figure 1.

The spectroscopic constants of UO2+
2 and ThO2 for all wave

function methods (excluding DFT) were obtained from a gen-
eralized Morse function fit.101 Each fit was based on at least
12 single point calculations, displaced by 0.05 Å around the
equilibrium distance and larger displacements at stretch ge-
ometries. The harmonic vibrational frequencies were calcu-
lated numerically using the five-point finite difference sten-
cil. 102

2.3 vOO-AP1roG

All geminal calculations have been performed in a developer
version of the HORTON software package.103 All restricted
AP1roG calculations were allowed to freely relax without any
spatial symmetry constraints, i.e., no point group symmetry
was imposed. For all molecules, all orbitals were active,
which results in an active space containing 115 orbitals and
46 electrons for UO2+

2 and ThO2, while for ThC2 44 electrons
were correlated. The natural occupation numbers were com-
puted from the (response) 1-particle reduced density matrix
(1-RDM). Note that AP1roG is a product of natural geminals,
so the 1-RDM is diagonal.
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Furthermore, we analysed all eigenvalues of the exact or-
bital Hessian for each point on the potential energy surface of
UO2+

2 and ThO2 as well as for the ThC2 isomers to ensure that
all points correspond to local minima, not saddle points.95

The single-orbital entropy was calculated from 1-RDMs as
implemented (see Ref.104 for details) in the HORTON program
package.

2.4 CASSCF

All CASSCF calculations have been performed using
the MOLPRO2012 software package.105,106

For the UO2+
2 molecule, we performed CAS(10,10)SCF,

CAS(12,12)SCF and CAS(12,16)SCF calculations using D2h
point group symmetry. Specifically, CAS(10,10)SCF com-
prises the 1pg, 2pu, 3su, 3pu, 4su, and 2pg orbitals,
CAS(12,12)SCF contains additional 3sg and 4sg orbitals and
the CAS(12,16)SCF is further extended by inclusion of the
doubly degenerate 1fu and 1du orbitals.

For the ThO2 molecule, we performed CAS(12,12)SCF cal-
culation. Specifically, we correlated the 5s , 2p , 3p , 6s , 7s ,
4p , 5p and 8s orbitals imposing C2v point group symmetry.

For the ThC2 isomers (see structures 1, 2 and 3 in Figure 1),
we performed CAS(10,14)SCF as in Ref.107 While we im-
posed C2v point group symmetries on 1 and 3, compound 2
was calculated in Cs point group symmetry.

2.5 Coupled-Cluster and MP2

The second-order Møller–Plesset perturbation theory (MP2),
coupled cluster doubles (CCD), CC singles and doubles
(CCSD) as well as CC singles, doubles and perturbative triples
(CCSD(T)) calculations have been carried out in the DAL-
TON2013 software package.108 In each case, all electrons
and orbitals were correlated and no spatial symmetry was im-
posed.

2.6 DFT

The structure optimization and vibrational frequency cal-
culations employing the PBE109 and PBE0110 exchange–
correlation functionals were carried out in the MOL-
PRO2012 105,106 software package. We imposed D2h and C2v
spatial symmetries for UO2+

2 and ThO2, respectively. (The
O–Th–O angle was kept frozen at 120 degrees during the op-
timization procedure).

(1) (2) (3)

Fig. 1 Optimized singlet ground-state structures of ThC2 (taken
from Ref. 107).

3 Theoretical Modelling of Actinide Chemistry

3.1 Spectroscopic Constants and Potential Energy Sur-
faces of Actinide Oxides

The theoretical description of ground state spectroscopic prop-
erties of actinide oxides at the correlated level has been a sub-
ject of many scientific articles in the past decade.35,36,58,111–115

Unfortunately, the variety of basis sets, relativistic Hamiltoni-
ans, and RECP types makes them difficult to compare. To al-
low for a direct assessment of the accuracy of AP1roG, we
generated reference data from standard electron correlation
methods.

3.1.1 Uranyl Cation. The uranyl cation (UO2+
2 ) consti-

tutes the most pervasive actinide oxide. This small building
block is often found in larger actinide complexes and usually
adopts a linear geometry. The bending tendency of the UO2+

2
unit is reduced by the presence of the uranium 6p orbitals,
which are “pushed from below“ by the oxygen 2s orbitals.116

This leads to a strong mixing of uranium 5 f orbitals with the
highest occupied molecular orbital (HOMO).116

Table 1 summarizes bond lengths and vibrational fre-
quencies of UO2+

2 obtained from various quantum chemistry
methods. Our HF SC-RECP equilibrium bond length of
1.646 Å and vibrational frequency of 1217 cm�1 are in very
good agreement with the all-electron four-component (4C)
calculations of Dyall using the Dirac–Coulomb (DC) Hamil-
tonian.117 Adding electron correlation on top of HF elongates
the UO bond and lowers the symmetric vibrational frequen-
cies (cf. Table 1). While MP2 overestimates the bond lengths
and underestimate the frequencies compared to CCSD(T), the
opposite is true for CCD and CCSD. CAS(12,12)SCF better
matches the CCSD(T) data than CAS(10,10)SCF. The overall
performance of AP1roG is satisfactory compared to standard
quantum chemistry methods. As expected, the missing dy-
namic electron correlation energy in AP1roG results in shorter
bond lengths and higher vibrational frequencies compared to
MP2 and CCSD(T) or DFT. Yet, the AP1roG bond length
(re=1.671 Å) and symmetric stretching frequency (vs=1141
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cm�1) are in excellent agreement with CCD and CCSD as well
as hybrid DFT.

The advantage of AP1roG over conventional CC-based and
DFT methods is its ability to dissociate multiple bonds.67,90,91

This is also the case for UO2+
2 , where only CASSCF and

AP1roG converged at distances larger than 2.10 Å. The result-
ing potential energy surfaces for the symmetric dissociation
of the U-O bonds are presented in Figure 2. CAS(10,10)SCF
and CAS(12,12)SCF give similar potential energy surfaces,
that differ qualitatively from the CAS(12,16)SCF and AP1roG
potential energy surfaces. (We should note that it was im-
possible to converge CAS(12,16)SCF calculations with the fu
and du orbitals in the active space at distances shorter than
1.800 Å). While the smaller active space calculations result in
potential energy surfaces without a plateau, the inclusion of
non-bonding uranium fu and du orbitals in CAS(12,16)SCF
gives a potential energy surface with a shoulder at 2.4 Å. The
AP1roG potential energy curve features two successive shoul-
ders at 2.00 Å and at 2.10 Å, respectively.

To better understand the bonding situation and explain
the origin of the double shoulder potential energy surface in
UO2+

2 , we performed an orbital entanglement analysis23,104

and analysed valence orbitals and their natural occupation
numbers at various distances. Figure 3 depicts all orbitals
with significant values of the single-orbital entropy s(1)i. s(1)i
has already proven to be a powerful tool to analyse complex
electronic structures23,118 and dissect chemical bonds.119–121

Specifically, the single orbital-entropy quantifies the entangle-
ment of orbital i and measures the importance of an orbital in
the correlated electronic wave function.104

At the equilibrium distance all orbitals are only weakly en-
tangled (cf. Figure 3a), with dominant contributions of or-
bitals 18-29. These are the molecular orbitals that partici-
pate in bonding, i.e., linear combinations of oxygen atomic

Table 1 Spectroscopic constants: bond lengths (re) and symmetric
vibrational frequencies (ns) of UO2+

2 obtained from different
methods.

Method re [Å] ns [cm�1]

HF SC-RECP (1C) 1.646 1217
DC (4C)[117] 1.650 1234

post-HF

MP2 1.745 854
CCD 1.687 1137
CCSD 1.693 1090
CCSD(T) 1.712 1031
CAS(10,10)SCF 1.694 1085
CAS(12,12)SCF 1.707 1034
AP1roG 1.671 1141

DFT PBE 1.715 1085
PBE0 1.683 1172

−624.60

−624.50

−624.40

−624.30

−624.20

−624.10

1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
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 [E

h]

Distance [Å] 

CAS(10,10)SCF
CAS(12,12)SCF
CAS(12,16)SCF
AP1roG

Fig. 2 AP1roG and CASSCF potential energy surfaces for the
symmetric dissociation of UO2+

2 .

p orbitals and uranium atomic fp and fs orbitals. At this U–
O distance the UO2+

2 molecule can be well represented by a
single-reference method as all the natural occupation numbers
are close to 0 or 2 (see box in Figure 3a).

When the two oxygen atoms are pulled apart from the ura-
nium center, orbitals 22-25 become strongly entangled. At a
distance of 2.00 Å , orbitals 23 and 24 (p-type orbitals in-
volved in bonding) have the largest value of s(1)i. Molecular
orbitals 22 and 25 are composed of atomic uranium fs and
oxygen ps orbitals. Passing the first shoulder on the potential
energy surface, at 2.01 Å (cf. Figure 2c), the electronic struc-
ture changes. From this distance onwards, the characteristic
non-bonding f orbitals of uranium become occupied, suggest-
ing their importance in CASSCF calculations during the dis-
sociation process. At 2.11 Å (the second shoulder), the ‘push-
ing from below’ mechanism breaks down and the uranium
fs -orbital does not participate in bonding any more (cf. Fig-
ure 3e). Hence, the double-shoulder potential energy surface
of UO2+

2 results from different bonding patterns at 2.00 Å and
2.10 Å, respectively.

Pulling the oxygen atoms further apart from the uranium
center, the number of singly-occupied orbitals with large val-
ues of s(1)i gradually increases (cf. Figures 3f–3i). At 2.75 Å,
there are 6 maximally entangled orbitals (21-26). These are
the uranium f and oxygen p atomic orbitals. Finally, at around
3.25 Å, the U–O bonds are fully dissociated with 8 maxi-
mally entangled singly occupied orbitals. As shown in Fig-
ure 3j, AP1roG predicts uranium to have charge 2+ and the
[Rn]:5f37s1 electronic configuration in the dissociation limit.
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Fig. 3 Comparison of AP1roG single-orbital entropies s(1)i, valence orbitals, and their natural occupation numbers for the UO2+
2 molecule at

different inter-atomic distances. s(1)i and the natural occupation numbers are determined from the response 1-RDM.
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Table 2 Spectroscopic constants: bond lengths (re) and symmetric
vibrational frequencies (ns) of ThO2 (] (O–Th–O) = 120) obtained
from different methods.

Method re [Å] ns [cm�1]

HF SC-RECP (1C) 1.895 893
DC (4C) [117] 1.898 896

post-HF

MP2 1.938 791
CCD 1.919 813
CCSD 1.924 808
CCSD(T) 1.937 808
CAS(12,12)SCF 1.935 882
AP1roG 1.908 909

DFT PBE 1.906 803
PBE0 1.890 835

3.1.2 Thorium Oxide. Although thorium oxide (ThO2) is
isoelectronic to UO2+

2 , its actinide-oxygen bond is completely
different. The thorium atomic 6d orbitals lie below the 5 f or-
bitals, which leads to a bent geometry of ThO2 (] (O–Th–O) =
120) and remarkably long actinide-oxygen bond distances.117

Table 2 collects the spectroscopic constants for ThO2 ob-
tained from different approaches. Similar to UO2+

2 , our SC-
RECP HF bond lengths and vibrational frequencies agree
very well with the 4C-DC reference calculations of Dyall. 117

Again, this observation supports the right choice and good
accuracy of RECP. The Th–O bond lengths and vibrational
frequencies calculated form AP1roG are in good agreement
with other computational methods. However, the overall accu-
racy of AP1roG with respect to CCSD(T) and other methods
is worse than for UO2+

2 . Since CAS(12,12)SCF gives almost
identical vibrational frequencies as AP1roG and both methods
overestimate the CCSD(T) reference data by approximately
100 cm�1, dynamic electron correlation effects are more im-
portant at the equilibrium bond lengths in ThO2 than in UO2+

2 .
The AP1roG and CAS(12,12)SCF symmetric dissociation

energy curves for ThO2 (with ] (O–Th–O) = 120 degrees at
all distances) are depicted in Figure 4. Around the equilib-
rium geometry, both methods give similar potential energy
surfaces but differ for Th–O distances larger than 2.50 Å.
While CAS(12,12)SCF shows no shoulder region, AP1roG
predicts a plateau in the potential energy surface, similar to
UO2+

2 . We should emphasize that the Th–O bond dissoci-
ates at a much longer distance than the U–O bond in UO2+

2
(4.50 Å vs. 3.30 Å, respectively).

An in depth analysis of the AP1roG wave function at dif-
ferent Th–O bond lengths is presented in Figure 5. Around
the equilibrium distance, the ThO2 wave function is well-
represented by a single electron configuration (see Figure 5a),
where the most important orbitals are the p-type orbitals

(22,23) between thorium and oxygen and localized p-orbitals
(20,21) on the oxygen atoms. If the Th–O bond is stretched,
the p-type orbitals become strongly entangled and reach the
maximum value of s(1)i around the shoulder region (approx-
imately 2.5 Å, see Figure 5c). Beyond this point, the lo-
calized oxygen p orbitals interact with thorium d orbitals
(20,21,26,27). For increasing Th–O distances, the single-
orbital entropy of the d orbitals (20,21,26,27) increases grad-
ually (see Figures 5d–5f). In the vicinity of dissociation, 8
singly occupied orbitals are maximally entangled suggesting
a [Rn]: 6d27s2 electronic configuration.
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−555.90

−555.80

−555.70

2.0 2.5 3.0 3.5 4.0 4.5

En
er
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CAS(12,12)SCF
AP1roG

Fig. 4 AP1roG and CASSCF potential energy surfaces for the
symmetric dissociation of ThO2. The O–Th–O angle was kept
frozen at 120 degrees during the dissociation process.

3.2 Energetic Stability of ThC2 Isomers

Actinide carbides form a novel type of nuclear fuel that can
be used in Generation IV nuclear power plants.107 Recent
quantum chemical studies on uranium and thorium carbides
(UCn and ThCn, where n = 1 � 6) highlight their complex
electronic structure.107,122,123 Specifically, many different ura-
nium and thorium carbide structures are close in energy, and
multi-reference methods are required to correctly predict their
relative stability.107

In this work, we investigate the energetic stability of ThC2
compounds in three structural arrangements as shown in Fig-
ure 1. All three actinide species have singlet ground states. To-
tal energies for 1, 2, and 3 obtained from HF, MP2, AP1roG,
and CAS(10,14)SCF are collected in Table 3. Consistent
with our previous observations made for systems composed
of main group elements only,92 AP1roG total energies are
lower than those calculated from CAS(10,14)SCF (approxi-
mately 25 mEh for 1 and 2, approximately 15 mEh for 3).
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Fig. 5 Comparison of AP1roG single-orbital entropies s(1)i, valence orbitals, and their natural occupation numbers for the ThO2 molecule at
different inter-atomic distances. s(1)i and the natural occupation numbers are determined from the response 1-RDM.

Table 3 Comparison of total and relative energies of the ThC2 compoundsa.

Method Total Energy [Eh] DE [kcal/mol] Dipole moment y/z [D]

1 2 3 D12 D13 1 2 3
HF �481.726 985 �481.729 800 �481.482 422 �1.8 153.5 0.00/4.82 �1.40/5.53 0.00/6.70
AP1roG �481.937 655 �481.937 049 �481.725 604 0.4 133.1 0.00/5.03 �1.34/5.30 0.00/8.84
CAS(10,14)SCF �481.912 039 �481.912 180 �481.711 247 �0.1 126.0 0.00/4.05 �0.03/5.17 0.00/7.62
MP2 �482.828 594 �482.829 503 �482.577 139 0.6 157.8 0.00/4.76 �1.63/5.56 0.00/5.48
CASPT2b 2.1 118.7

a D12 and D13 denote energy difference between structures 1 and 2, and structures 1 and 3, respectively.
b Ref. 107
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All methods studied in this work predict a rather small en-
ergy difference (D12) between 1 and 2 of at most 2 kcal/mol,
suggesting that 1 and 2 are equi-energetic. Furthermore, the z-
component of the dipole moment is similar for 1 and 2 (around
5D, see Table 3).

We should emphasize that a perturbative treatment of dy-
namic correlation on top of CASSCF (CASPT2) increases D12
from �0.1 kcal/mol to 2.1 kcal/mol.

Stabilization energies for 3 with respect to 1 (D13) strongly
depend on the electronic structure method, with differences as
large as 35 kcal/mol. While AP1roG, CASSCF, and CASPT2
predict the smallest D13 of about 120–130 kcal/mol, HF, and
MP2 yield much larger energy splitting of approximately 150–
160 kcal/mol. Large discrepancies between HF and MP2 com-
pared with other correlated approaches can be explained by
the strong multi-reference character of 3 (vide infra), which is
poorly described in HF and MP2 theory. One should also note
that HF and MP2 yield the smallest dipole moment for 3 (cf.
Table 3).

The CAS(10,14)SCF wave function indicates that 1 and
2 have a single-reference nature (large CI expansion coeffi-
cients of the principle configuration of 0.94 and 0.90, respec-
tively), while for 3 several determinants are important with
a CI expansion coefficient of 0.76 for the principle configu-
ration. Moreover, the MP2 natural occupation numbers de-
viate significantly from AP1roG and CAS(10,14)SCF natural
occupation numbers (see Figure 6) for 3. Specifically, only
AP1roG and CAS(10,14)SCF yield orbitals with natural oc-
cupation numbers close to 0.5 and 1.5, indicating the inappro-
priateness of MP2.

Figure 7 presents the valence optimized orbitals obtained
from the AP1roG wave function and their natural occupa-
tion numbers. 1 and 2 have similar natural orbitals that are
strongly localized and possess almost identical contributions
from atomic orbitals. These orbitals resemble very well the
characteristic CASSCF orbitals reported by Pogány et al., 107

with the only difference being that the carbon s and p molec-
ular orbitals in AP1roG are localized (symmetry-broken). In
contrast to 1 and 2, the valence natural orbitals of 3 are more
delocalized and have different atomic contributions from 1 and
2 (cf. Figure 7).

4 Conclusions and Outlook

In this work, we presented the first application of the AP1roG
method to actinide chemistry. Our study demonstrates that
AP1roG provides qualitatively correct potential energy sur-
faces for the dissociation of UO2+

2 and ThO2, while conven-
tional methods fail. AP1roG spectroscopic constants (bond
lengths and symmetric stretching vibrational frequencies) of
UO2+

2 and ThO2 are in good agreement with CCSD(T), the
gold standard of quantum chemistry. Our study further sug-
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(c) 3

Fig. 6 Analysis of natural occupation numbers for the ThC2
molecule. The natural occupation numbers are determined from the
response 1-RDM and sorted in descending order.

gests that 12-orbital active spaces are unbalanced active spaces
in CASSCF calculations when the U–O bonds are stretched.

Furthermore, we showed that AP1roG reproduces
CASSCF/CASPT2 stabilization energies for the structural
isomers of ThC2. Specifically, AP1roG correctly predicts
that 1 and 2 are equi-energetic, while the distribution of
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(1.98) (1.98) (1.96) (1.93)

(1.83) (0.08) (0.06) (0.04)

(1)

(1.98) (1.98) (1.96) (1.94)

(1.85) (0.07) (0.06) (0.04)

(2)

(1.98) (1.98) (1.98) (1.60)

(1.33) (0.67) (0.40) 2⇥(0.02)

(3)

Fig. 7 Comparison of valence AP1roG orbitals and their occupation
numbers for ThC2 species (structures 1–3). The natural occupation
numbers are determined from the response 1-RDM. 2⇥ indicates the
presence of another orbital (mirror plane) with the same natural
occupation number.

natural occupation numbers indicates that 3 has strong
multi-reference character. However, it is difficult to assess
which method (CASSCF, CASPT2, and AP1roG) provides
more accurate energetics for ThC2 because highly accurate
reference data is missing.

Our first study on small actinide complexes illustrates
the good performance of AP1roG for describing the elec-
tronic structure of (closed-shell) actinide compounds and mo-
tivates computational studies on larger, more realistic actinide-
containing materials. Due to its cheap computational cost,
AP1roG can be easily applied to larger molecular systems.

While AP1roG provides a reliable, cheap, and robust alter-
native to the strong electron correlation problem in actinide
chemistry, the inclusion of dynamic electron correlation is
indispensable in reaching spectroscopic accuracy. Different

ways to add dynamical correlation to AP1roG calculations are
presently being investigated in our laboratory,124 as well as
the laboratory of Gustavo Scuseria.

5 Acknowledgements

We gratefully acknowledge financial support from the Natural
Sciences and Engineering Research Council of Canada. K.B.
acknowledges the financial support from the Swiss National
Science Foundation (P2EZP2 148650) and the Banting Post-
doctoral Fellowship program.

The authors acknowledge support for computational re-
sources from SHARCNET, a partner consortium in the Com-
pute Canada national HPC platform.

References

1 G. J. Hutchings, C. S. Heneghan, I. D. Hudson and S. H.
Taylor, Nature, 1996, 384, 341–343.

2 J. Li, B. E. Bursten, B. Liang and L. Andrews, Science,
2002, 295, 2242–2245.

3 I. Castro-Rodriguez, H. Nakai, L. N. Zakharov, A. L.
Rheingold and K. Meyer, Science, 2004, 305, 1757–
1759.

4 S. C. Bart and K. Meyer, Struc. Bond., 2008, 127, 119–
176.

5 A. R. Fox, S. C. Bart, K. Meyer and C. C. Cummins,
Nature, 2008, 455, 341–349.

6 P. L. Arnold, Nat. Chem., 2009, 1, 29–30.
7 R. J. Baker, Chem. Eur. J., 2012, 18, 16258–16271.
8 T. W. Hayton, Nat. Chem., 2013, 5, 451–452.
9 D. M. King, F. Tuna, E. J. L. McInnes, J. McMaster,

W. Lewis, A. J. Blake and S. T. Liddle, Nat. Chem., 2013,
5, 482–488.

10 K. Nash, Solvent Extr. Ion Exch., 1993, 11, 729–768.
11 K. L. Nash, R. E. Barrans, R. Chiarizia, M. L. Dietz,

M. Jensen, P. Rickert, B. A. Moyer, P. V. Bonnesen, J. C.
Bryan and R. A. Sachleben, Solvent Extr. Ion Exch.,
2000, 18, 605–631.

12 E. P. Horwitz, D. G. Kalina, H. Diamond, G. F. Vande-
grift and W. W. Schulz, Solvent Extr. Ion Exch., 1985, 3,
75–109.

13 M. Pepper and B. E. Bursten, Chem. Rev., 1991, 91, 719–
741.

14 G. Schreckenbach and G. A. Shamov, Acc. Chem. Res.,
2010, 43, 19–29.

15 K. G. Dyall and J. K. Fægri, Introduction to Relativistic
Quantum Chemistry, Oxford, New York, 2007.

16 M. Reiher and A. Wolf, Relativistic Quantum Chemistry.

1–12 | 9

Page 9 of 12 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



The Fundamental Theory of Molecular Science, Wiley,
Dordrecht, 2009.

17 T. Fleig, Chem. Phys., 2011, 395, 2–15.
18 J. Autschbach, J. Chem. Phys., 2012, 136, 150902.
19 R. G. Denning, J. Phys. Chem. A, 2007, 111, 4125–4143.
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99 W. Küchle, M. Dolg, H. Stoll and H. Preuss,

J. Chem. Phys., 1994, 100, 7535–7542.
100 T. H. Dunning, J. Chem. Phys., 1989, 90, 1007–1023.
101 J. A. Coxon, J. Mol. Spectrosc., 1992, 282, 274–282.
102 M. Abramowitz and I. A. Stegun, Handbook Of Mathe-

matical Functions With Formulas, Graphs, And Mathe-
matical Tables, Dover, New York, 1970.

103 Horton, developer version 1.2, written by T. Verstrae-
len, S. Vandenrbande, M. Chan, F. H. Zadeh, C. Gon-
zalez, K. Boguslawski, P. Tecmer, P. A. Limacher,
A. Malek, Ghent (Belgium) and Hamilton (Canada),
2013 http://theochem.github.com/horton/
(accessed November 9, 2014).

104 K. Boguslawski and P. Tecmer, Int. J. Quantum Chem.,
2014, 10.1002/qua.24832.

105 H.-J. Werner, P. J. Knowles, R. Lindh, F. R. Manby,
P. C. M. Schütz, T. Korona, A. Mitrushenkov, G. Rauhut,
T. B. Adler, R. D. Amos, A. Bernhardsson, A. Bern-
ing, D. L. Cooper, M. J. O. Deegan, A. J. Dobbyn,
F. Eckert, E. Goll, C. Hampel, G. Hetzer, T. Hrenar,
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