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Abstract 

Several biological functions, such as molecular recognition, enzyme catalysis, signal transduction, 

allosteric regulation, and protein folding are strongly related to conformational transitions of proteins. These 

conformational transitions are generally induced as slow dynamics upon collective motions, including 

biologically relevant large-amplitude fluctuations of proteins. Although molecular dynamics (MD) simulation 

has become a powerful tool for extracting conformational transitions of proteins, it might still be difficult to 

reach time scales of the biological functions because the accessible time scales of MD simulations are far from 

biological time scales, even if brute-force conventional MD (CMD) simulations using massively parallel 

computers are employed. Thus, it is desirable to develop efficient methods to achieve canonical ensembles with 

low computational costs. 

From this perspective, we review several enhanced conformational sampling techniques of biomolecules 

developed by us. In our methods, multiple independent short-time MD simulations are employed instead of 

single brute-force long-time CMD simulations. Our basic strategy is as follows: (i) selection of initial seeds 

(initial structures) for the conformational sampling in restarting MD simulations. Here, the seeds should be 

selected as candidates with high potential to transit. (ii) Resampling from the selected seeds by initializing 

velocities in restarting short-time MD simulations. A cycle of these simple protocols might drastically promote 

the conformational transitions of biomolecules. (iii) Once reactive trajectories extracted from the cycles of 

short-time MD simulations are obtained, a free energy profile is evaluated by means of umbrella sampling (US) 

techniques with the weighted histogram analysis method (WHAM) as a post-processing technique. 

For the selection of the initial seeds, we proposed four different choices: (1) Parallel CaScade Molecular 

Dynamics (PaCS-MD), (2) Fluctuation Flooding Method (FFM), (3) Outlier FLOODing (OFLOOD) method, 

and (4) TaBoo SeArch (TBSA) method. We demonstrate applications of our methods to several biological 

systems, such as domain motions of proteins with large-amplitude fluctuations, conformational transitions upon 

ligand binding, and protein folding/refolding to native structures of proteins. Finally, we show the 

conformational sampling efficiencies of our methods compared with those by CMD simulations and other 

previously developed enhanced conformational sampling methods. 
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Abbreviations: Molecular Dynamics (MD), conventional MD (CMD), Weighted Histogram Analysis Method 

(WHAM), Parallel CaScade Molecular Dynamics (PaCS-MD), Fluctuation Flooding Method (FFM), Outlier 

FLOODing (OFLOOD) method, TaBoo SeArch (TBSA) method, Transition Path Sampling (TPS) method, 

Reaction Coordinate (RC), Minimum Free Energy Pathway (MFEP), Collective Variable (CV), Targeted MD 

(TMD), Steered MD (SMD), Meta Dynamics (MetaD), Replica Exchange MD (REMD), Multicanonical MD 

(McMD), Density of States (DOS), Degrees of Freedom (DOF), Coarse-Grained (CG), All-Atom (AA), 

Hamiltonian REMD (HREMD), Free Energy Landscape (FEL), MultiScale Free Energy Landscape (MSFEL) 

method, MultiScale Essential Sampling (MSES), Umbrella Sampling (US), Principal Component Analysis 

(PCA), Principal Mode (PM), Principal Coordinate (PC), Root Mean Square Deviation (RMSD), Nuclear 

Magnetic Resonance (NMR), T4 Lysozyme (T4L), Glutamine-Binding Protein (GlnBP), Lysine-, Arginine-, 

Ornithine-binding protein (LAO), Maltose-Binding Protein (MBP), Full Correlation Analysis (FCA), 

Independent Component Analysis (ICA), Markov State Model (MSM), Logarithmic Mean-Force Dynamics 

(LogMFD), Triplet–Triplet Energy Transfer (TTET) experiment. 
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1. Introduction 

Biological functions are determined based on both structural and dynamical aspects of biomolecules. From 

the structural aspect, for instance, X-ray crystallography and nuclear magnetic resonance (NMR) experiments 

provide structural information of biomolecules as reduced low-dimensional data such as their electron densities 

or distances between hydrogen atoms. Based on the reduced low-dimensional data, three-dimensional structures 

of the biomolecules are reconstructed. Furthermore, structural biology provides coarse-grained information on 

the biological functions based on “sequence-to-structure” relationships. To obtain more detailed dynamical 

information on the biological functions, molecular dynamics (MD) simulations on the basis of experimental 

information might directly keep track of time series of atomic coordinates of biomolecules.1, 2 In this sense, MD 

simulation is indispensable for extracting the dynamics of biomolecules relevant to the biological functions. 

However, accessible time scales of conventional MD (CMD) simulations with canonical ensembles are limited 

to several hundreds of nanoseconds by using laboratory-level computer resources, which are often very far from 

the time scales of biological functions. In addition, these biological functions are induced as rare events on the 

micro- to millisecond time scales as stochastic processes. Even if state-of-the-art computational resources are 

employed, it is difficult to reach the time scales of relevant biological functions, leading to the quasi-ergodicity 

problem because of insufficient conformational sampling of the rare events stochastically induced in long-time 

MD simulations. Thus, one cannot predict when the biological processes will occur. There exist two different 

routes to remedy this problem. One is to extend the accessible time scales of the MD simulations towards those 

of biological functions through the development of algorithms and computer architectures for accelerating MD 

simulations themselves. The other is the development of enhanced conformational sampling methods for 

extracting biologically relevant rare events stochastically induced in the long-time MD simulations, which are 

important for obtaining reliable canonical ensembles. 

For the former, the Shaw group has recently achieved significant advances in the computational efficiency 

of MD simulations through their development of a specialized machine called “Anton”.3, 4 In Anton, the entire 

MD simulations are performed by their custom-designed computer architecture specialized for MD simulations. 

His group has performed all-atom MD simulations of some typically fast-folding miniproteins explicitly 

including water for micro- to millisecond time scales and found their reversible folding and unfolding processes. 

Quite recently, his group successfully simulated the folding/refolding processes of Ubiquitin (76 residues) in an 

explicit solvent environment through millisecond-order MD simulations.5 Their results stimulate us to expect 

that these brute-force MD simulations might unveil important biological processes at an atomic level. Along 

with the specialized hardware, general-purpose graphics processing units (GPUs) have been frequently used 

with MD simulation programs because a GPU is cheaper than the specialized hardware noted above and can be 

applicable to various applications. Many important algorithms and models have been implemented on 

GPU-based MD programs,6–11 in which several orders of magnitude over the CPU implementations have been 

achieved. For example, myPresto/psygene-G,7 which is a recently developed GPU-based MD program, has 

accelerated calculations of the electrostatic interaction using zero dipole summation methods,8-10 which is a 

suitable algorithm for the GPU architecture because it avoids the Ewald summation. Because the current 

popular MD programs, including AMBER,11, 12 Gromacs,13 NAMD,14 and OpenMM15 have been implemented 

on GPUs, nowadays one can use them for long-time simulation of large biomolecules. However, even if one 

uses these machines, one cannot escape from the stochastic problem of the rare events, i.e., reproducibility of 

these events in another long-time simulation with different initial conditions. 

For the latter, as a complementary approach to the acceleration of MD simulations, several efficient 

conformational sampling methods had been extensively developed before the emergence of Anton. In these 

methods, external perturbations such as biased forces or modified potentials are artificially imposed to promote 
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the conformational transitions. In general, these methods can be categorized into two types. The first type is to 

sample transition pathways under a condition that two end-point structures, i.e., a set of reactant and product, 

are given a priori. For instance, the Transition Path Sampling (TPS)16-18 method provides ensembles of 

transition pathways connecting the reactant to the product. TPS refines an initial transition pathway through a 

random walk in transition path space without specifying a set of reaction co-ordinates (RCs). However, 

convergence of transition paths is so sensitive to an initial guess that the initial guess should be as reasonable as 

possible. Nevertheless, it is difficult to prepare an appropriate initial guess a priori. As another transition path 

search method, String Method19-23 is powerful in obtaining a relaxed transition pathway on a Minimum Free 

Energy Pathway (MFEP).24 In the String Method, coarse-grained collective variables (CVs) to describe the 

conformational transitions should be specified a priori. Employing CVs, multiple images on an initial transition 

pathway are gradually relaxed to an optimal pathway on MFEP under weak restraints with the neighbouring 

images. As a biased dynamics, Targeted MD (TMD)25 or Steered MD (SMD)26, 27 provide sets of candidates of 

transition pathways connecting the reactant to the product by imposing external restraints or forces with respect 

to the product. If the transition pathways obtained by these methods have some hysteresis, the imposed 

restraints and forces might be inappropriate. However, validation of the obtained transition pathways is quite 

difficult because of dependence of the external restraints or forces on the transition pathways. Therefore, it is 

desirable to double-check one’s data after TMD or SMD. 

Meta Dynamics (MetaD)28-30 is another enhanced conformational sampling method based on external bias 

potentials and has been applied to several complicated biological reactions.31-35 An assumption in MetaD is that 

biological reactions of systems can be described by a few CVs. Once CVs are specified, positive 

history-dependent Gaussian potentials described by the CVs should be added to the potential energy to enhance 

the conformational sampling of the systems. As a result of the external biases, conformational flooding through 

a positive Gaussian potential discourages the system from returning to the previously sampled structures. These 

positive Gaussian potentials are imposed until the trajectories have sufficiently explored the energy landscapes. 

One of the advantages of MetaD is that accumulated history-dependent potentials asymptotically converge to 

the free energy surface spanned by the CVs. However, for the termination of MetaD, it is generally difficult to 

judge whether the conformational flooding has converged or not. Furthermore, the conformational sampling 

efficiency tends to depend strongly on the specified CVs, and how to specify the CVs is a non-trivial issue in 

any application. 

The second type is to find efficiently global minimum and metastable structures of biomolecules with low 

free energy. Because there are numerous configurations even for small proteins in their configuration space, the 

enumeration of biologically relevant structures from all possible structures is quite difficult. For instance, in 

folding simulations of proteins, the ultimate goal is to find the global minimum on a folding funnel starting 

from a fully stretched structure. To find the global minimum in the folding funnel, Replica Exchange MD 

(REMD),36 Multicanonical MD (McMD)37, 38 simulations and their variants,39-42 which are referred to as the 

generalized ensemble method,43 have been widely used. With these generalized ensemble methods, 

conformational sampling with the biased weight can be reweighted to generate non-biased canonical ensembles 

at the target temperature, therefore it is convenient for energetic analyses of biomolecules such as structural 

stabilities among metastable states. In REMD, multiple replicas with different temperatures are prepared and 

parallel MD simulations for the replicas at each temperature are performed. During the parallel MD simulations, 

the replicas with neighbouring temperatures are exchanged so as to satisfy a detailed-balance condition. 

Because of the exchanging from low to high temperatures, systems might escape from local minima because 

they have sufficient kinetic energy to cross the energy barriers among metastable states. Apart from the 

Boltzmann weight sampling in REMD, a non-Boltzmann weight sampling is employed to enhance the 
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conformational sampling in McMD. To promote the conformational transitions, McMD uses modified potential 

functions, which are evaluated from the inverse density of states (DOS), so that a random walk in the flattened 

potential energy space leads to efficient conformational sampling. However, as it often takes a long time in the 

McMD simulations, the DOS should be accurately estimated before the production run of McMD. REMD and 

McMD have common difficulties in applications to large systems because preparation of initial parameter 

settings becomes quite tedious as systems become large and complicated. For instance, the number of replicas 

necessary for sufficient conformational sampling exponentially increases to maintain a high exchange ratio 

between the replicas in REMD. In McMD, DOSs to be estimated for broad conformational sampling on the 

potential energy space also exponentially increase with system size. That is why the applications of these 

methods are currently limited to fast-folding miniproteins with less than 50 residues. Moreover, it is generally 

difficult to restore details of dynamics because the accelerated dynamics track motions on modified potentials, 

which are different from the real potentials. In other words, the time series of detailed atomic trajectories are 

discarded in compensation for increasing the conformational sampling efficiencies. 

As another type of efficient conformational sampling method, several “multiscale” simulation methods 

have been proposed recently. Here, “multiscale” means that combinations of several models with different 

degrees of freedom (DOF) are used to enhance the conformational sampling of biomolecules. The combination 

of all-atom (AA-) and coarse-grained (CG-) models is a typical example. In a “MultiScale Free Energy 

Landscape method” (MSFEL)44-46 recently developed by one of us, a Go-like (Cα-atom based) model is first 

employed as the CG-model of proteins to perform an efficient conformational sampling using the smooth CG 

potential with low computational costs, which provides a rough but global Free Energy Landscape (FEL). Then, 

the obtained CG-FEL is refined through the AA-MD simulations with multiple umbrella samplings (USs),47, 48 

where several reference AA-structures are reconstructed based on Cα-atom structures sampled by the CG-MD 

simulation with structural databases for the backbones and rotamer libraries for the side chains. Finally, 

trajectories from the multiple USs are combined with the Weighted Histogram Analysis Method (WHAM)49-51 

to obtain the refined FEL. However, MSFEL has several weak points, such as a lack of contribution from 

hydrogen bonds, which are essential for forming secondary structure, in spite of its efficiency. In MSFEL, there 

is no coupling between CG- and AA-MD simulations, meaning that they are independently performed. In 

contrast, there are several hybrid methods that combine them through coupling interactions. One example of 

combined multiscale simulations is a MultiScale Essential Sampling (MSES).52 In MSES, the conformational 

sampling in the AA-model is enhanced through a coupling with the accelerated essential dynamics described by 

the CC-model, where the AA- and CG-models are coupled by introducing an extra coupling potential. Here, a 

Hamiltonian Replica Exchange Method (HREM)53, 54 can remove the biasing potential from the coupling term 

by exchanging the coupling parameters. In this strategy, there are no reconstructions from CG to AA structures 

and we do not take care of modelling both backbones and side chains. That is why MSES might be applicable to 

relatively large systems. 

From this perspective, we introduce four enhanced conformational sampling methods for biomolecules, 

Parallel CaScade MD (PaCS-MD),55 Fluctuation Flooding Method (FFM),56 Outlier FLOODing (OFLOOD)57 

method, and TaBoo SeArch (TBSA)58 method. Based on the above reviews of previously developed 

conformational sampling methods, we have designed simple, yet powerful, conformational sampling methods 

that are quite easy to implement and widely applicable to biomolecules based on distributed computing. A basic 

concept of our methods is as follows: (i) selection of initial seeds (initial structures) for MD simulations, (ii) 

conformational resampling of the selected seeds through restarting of short-time MD simulations initiated from 

them after initializing velocities, (iii) estimation of FEL by US with WHAM for reactive trajectories taken from 

a repetition of the cycle of (i) and (ii). The key points in our methods are how to select the candidates with high 
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potential to make transitions as dominant seeds and to increase transition probabilities by reassignment of the 

initial velocities in restarting MD simulations. To extract the essential seeds from MD trajectories of (ii), 

appropriate “measures” are specified and the seeds are selected based on the measure. The four methods stated 

above utilize suitable measures to induce conformational transitions for given problems. The basic concepts of 

the four methods and detailed explanations of each method are given in Sec. 2. Practical applications of our 

methods are reviewed, including large domain motions upon the conformational transitions of proteins, 

conformational transitions of biomolecules upon ligand binding, and folding processes of proteins in Sec. 3. 

Finally, we briefly summarize the results in Sec. 4. 

 

2. Methodology 

2.1 Basic concept for extracting conformational transitions as biologically relevant rare events 

As mentioned in the introduction, our methods are based on conformational resampling from reasonably 

selected “seeds” (initial structures for short-time MD simulations) for inducing conformational transitions. In 

our methods, the seeds for the conformational resampling are first selected by considering several appropriate 

“measures” that characterize the conformational transitions of biomolecules. Then, short-time MD simulations 

for the selected seeds at a given temperature are independently performed after initializing velocities. Because 

of the regeneration of the initial velocities, some seeds might happen to obtain sufficient kinetic energy to 

overcome the energy barriers among local energy minima. Actually, several past studies have reported the 

enhancement of the conformational sampling of proteins because of the regeneration of initial velocities in 

restarting MD simulations.59-61 Figure 1 shows the flowchart of our methods through conformational 

resampling from the seeds. It shows a cycle of (i) selection of seeds based on the proper measures and (ii) 

conformational resampling from the selected seeds through the short-time MD simulations that might promote 

the conformational transitions of proteins. (iii) Then, FELs are evaluated along reactive trajectories obtained 

from a cycle of (i) and (ii) by adopting multiple US with the WHAM. 
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Figure 1. Flowchart for selecting seeds and their conformational resampling. In the four methods (PaCS-MD, 

FFM, OFLOOD, and TBSA), the basic concept for enhancing the conformational transitions of biomolecules is 

common and the difference arises at the process of selection. 

 

In these simple procedures, the crucial point is how to select seeds for the conformational resampling to 

extract effectively biologically relevant rare events, which also means how to define appropriately the measures 

characterizing the conformational transitions of interest. In our methods, definitions of measures are different in 

each method depending on the purposes of the research, meaning what kinds of biologically relevant rare events 

should be extracted under initial given conditions. To categorize measures, let us simply consider two cases. 

The first case is to extract biologically relevant rare events as the conformational transition pathways 

connecting two end-point structures, i.e., a set of a reactant and a product is given a priori. The second case is to 

sample the conformational transition pathways or find the local and global energy minima of the biomolecules 

starting solely from a given initial structure. Of course, the latter case is a more difficult problem than the 

former. Herein, PaCS-MD is categorized in the former and FFM, OFLOOD, and TBSA in the latter. In Table 1, 

their features are given in view of initial conditions, their dynamics, and the measure. As seen in this table, the 

measures strongly depend on the purpose. In the following, we explain in detail how to define the measures and 

to extract the conformational transitions of interest for each method. 

 

 
 

Table 1. Features of each method depending on initial conditions, dynamics, and measures. 

 

2.2 Parallel CaScade Molecular Dynamics (PaCS-MD) 

Parallel CaScade MD (PaCS-MD) is a conformational path generation method under a condition that a set 

of the reactant and the product is given a priori. In PaCS-MD, for instance, the seeds are selected based on a 

structural similarity with respect to the product and followed by a conformational resampling from the selected 

seeds, so that the selected seeds move gradually closer to the product. For the flowchart of PaCS-MD, see Fig. 1 

in reference.55 Repeating a cycle of selection of the seeds and their conformational resampling through 

short-time MD simulations (several hundred picoseconds) at a given temperature, PaCS-MD might generate 

candidates of the conformational transition pathways connecting the reactant to the product. As an example of 

the measure based on the structural similarity to the product, root mean square deviation (RMSD) from the 

product (the target structure) is the most general choice. After several short-time MD simulations starting from 

several seeds, RMSDs are evaluated and ranked. By this specification, snapshots with small RMSDs among all 

trajectories might be selected as reasonable seeds for the next short-time MDs. Other measures might also be 
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considered depending on the purpose of the simulations. The cycles of selection and short-time MD simulations 

are subsequently repeated until highly ranked snapshots sufficiently reach the product, say RMSD < cut-off, 

where cut-off is a threshold for the termination. Finally, multiple trajectories generated from the cycles are 

joined as “reactive trajectories” connecting the reactant to the product, which corresponds to forming 

“quasi-conformational transition pathways”. The reactive trajectories are obtained by tracing the surviving 

seeds from the last to the initial cycles. These quasi-conformational transition pathways generated by PaCS-MD 

might be relatively close to, but slightly different from, the real pathway. Therefore, it might be better that the 

reactive trajectories are refined through appropriate path-sampling methods such as TPS or String Method. As 

initial guesses for these path-sampling methods, the reactive trajectories are refined to optimal conformational 

transition pathways. Alternatively, as mentioned in reference,55 the realistic pathways should be quantitatively 

evaluated by FEL analyses through USs using multiple reference structures along the quasi-conformational 

transition pathways, as described in Sec. 2.6. 

2.3 Fluctuation Flooding Method (FFM) 

The Fluctuation Flooding Method (FFM) is a general extension of PaCS-MD. In contrast to PaCS-MD, 

FFM requires only a single structure as an initial reactant. FFM uses degrees of anisotropic fluctuations found in 

biomolecules, which are defined through several analytical methods, such as Principal Component Analysis 

(PCA),62, 63 to enhance the conformational transitions under the hypothesis that highly fluctuating structures 

along anisotropic modes tend to undergo conformational transitions with high probabilities. In general, PCA is 

performed by diagonalizing a variance–covariance matrix C, which is taken from relatively long-time MD 

simulations for an ensemble average, and defined as 

 

, (1) 

where  is a mass-weighted coordinate vector of a given protein consisting of N atoms, and the brackets mean 

the ensemble average. PCA gives a set of eigenvectors  and eigenvalues  (i = 1, 2, … , 3N) as the i-th 

principal mode (PM) and as their contributions to each PM, respectively. Herein, PMs are used as a general 

concept for describing “all fluctuation modes” that are obtained as eigenvectors by diagonalizing a variance–

covariance matrix. In contrast, principal components are used as “specific collective modes” that are taken from 

PMs as a reference frame relevant to biological functions. For example, in domain motions of proteins, the top 
m PMs with large  values, i.e., PM1, PM2, … , PMm, correspond to large-amplitude collective motions 

reflecting the anisotropic fluctuations of the proteins. This means that the principal coordinates (PCs) projected 

onto the top m PMs, PC1, PC2, … , PCm, are the collective coordinates for describing the anisotropic 

fluctuations relevant to biological functions. In FFM, highly fluctuating structures along anisotropic PMs are 

regarded as the seeds that have high potential to transit in the conformational resampling. The seeds are selected 

by ordering magnitudes of the anisotropic fluctuations defined by the absolute values of PCs after the 

projections of MD trajectories onto anisotropic PMs. Then, the conformational resampling of highly fluctuating 

structures is repeated via short-time MD simulations. FFM consists of a cycle of the following two schemes: (i) 

selection of seeds with the minimum and maximum PCs projected onto the top m PMs and (ii) conformational 

resampling from the selected seeds via regeneration of initial velocities in restarting MD simulations. These 

cycles are repeated until the conformational transitions have converged. For the flowchart of FFM, see Fig. 1(b) 

in reference.56 For the termination of FFM, convergence of distributions projected onto each PM should be 

C = q− q( )T q− q( )

q

ui λi

λm
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checked between adjacent cycles, i.e., the k – 1-th and the k-th cycles. To check whether each distribution 

converges or not, the following index, σk, might be helpful, 

 (2) 

where  and  are cumulative distributions projected onto the RC, ξ, at the k – 1-th and the k-th 

cycles. FFM will be terminated if the index defined by Eq. (2) is sufficiently small, i.e., σk < ε, where ε is a 
threshold to judge the termination. 

2.4 Outlier FLOODing (OFLOOD) method 

The Outlier FLOODing (OFLOOD) method is an enhanced conformational sampling method that uses 

outliers, which are defined as snapshots of sparse distributions on the conformational space spanned by a set of 

RCs and detected by clustering methods from the obtained trajectories. When investigating biological functions, 

appropriate RCs should first be defined to characterize biological processes. Then, states of biomolecules are 

projected onto the conformational space spanned by RCs, generating high-dimensional distributions on the 

subspace. Here, the key point is how to treat the high dimensionality of the conformational distributions 

according to the increasing DOF of proteins. To extract biologically relevant rare events from the 

high-dimensional distributions effectively, clustering techniques automatically detect major and minor 

components as the coarse-grained information, so that it is suitable for directly and systematically treating 

high-dimensional distributions. 

Herein, stable states of a given protein are characterized as dense distributions, i.e., clusters extracted by 

clustering analyses. In contrast, the outliers, which belong to complementary components to the clusters, are 

found in sparse distributions located typically at the edge of the clusters. When two or more clusters are close, 

some outliers at an overlapped region of plural clusters might be detected near transition states. If the outliers 

are extensively selected as the seeds, some seeds cross over the barrier to find a new local minimum by chance 

and others expand regions of the sparse distributions, as demonstrated later. That is why the outliers are 

regarded as appropriate seeds that have high potential to transit from one cluster to another in the 

conformational resampling. Because of conformational resampling from the outliers, biologically relevant rare 

events might be stochastically induced through jumping among the clusters through the regeneration of initial 

velocities in restarting short-time MD simulations. In OFLOOD, a cycle of the following schemes is repeated: 

(i) extraction of outliers as the seeds by clustering of MD trajectories and (ii) conformational resampling from 

the selected outliers by restarting MD simulations. In every cycle, the clustering is updated using all trajectories 

from the past cycles to extract new outliers, which are used for the next seeds. The conformational resampling is 

continued until the conformational search converges sufficiently. For the termination of OFLOOD, convergence 

of cumulative distributions projected onto RCs should be checked between adjacent cycles based on Eq. (2) 

until σk becomes sufficiently small. 

2.5 TaBoo SeArch (TBSA) method 

The TaBoo SeArch (TBSA) method is an enhanced conformational sampling method based on information 

of distributions projected onto RCs. In general, states of a system are defined by frequent peaks in distributions, 

i.e., histograms of conformational spaces projected onto RCs. To obtain the histogram on conformational space, 

the energy of a given system is one of the general RCs. Once the histogram along the energy space is obtained, 

the states of the system with low frequencies are judged from the magnitude of the histogram. In the calculation 

σ k =
dξ[ρk (ξ )− ρk−1(ξ )]

2∫
dξ[ρk−1(ξ )]

2∫
,

ρk−1(ξ ) ρk (ξ )
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of the histogram, the conformational sampling of these sparse regions, which correspond to “tails” of the 

histogram, is necessary to obtain a correct statistical ensemble. However, limited time-scale MD simulations 

fail to sample sufficiently these sparse regions. To remedy the insufficiency in the conformational sampling, 

TBSA intensively performs conformational resampling of the states with low frequencies using a series of 

short-time MD simulations starting from reasonably selected seeds. In TBSA, the seeds are randomly selected 

using an inverse histogram as their probability weight derived from the original histogram. This means that 

TBSA forces the states with low frequencies to be intensively resampled, improving the insufficiency of the 

conformational sampling at the tails of the histogram. Based on the above strategy, a cycle of the following 

schemes is repeated: (i) selection of seeds for the conformational resampling of sparse regions based on its 
inverse histogram  as a function of energy E, 

 

, (3) 

where , , and  are the original histogram, the peak with the maximum value, and the 

normalization factor for adjusting the total number of the seeds, respectively. The step functions, θ, in the above 
equation ensure that the inverse histogram at unvisited regions is defined to be zero, so that selection of the 

seeds is random with the weight being proportional to the normalized inverse weight within a domain of the 

minimum and maximum energies, , which are updated at every cycle. (ii) The conformational 

resampling by restarting short-time MD simulations is initiated from the selected seeds through regeneration of 

initial velocities and followed by updating the inverse histogram for the next selection. For the schematic 

concept of TBSA, see Fig. 1(b) in reference.58 To judge whether TBSA is terminated or not, convergence of the 

histogram projected onto the energy space should be checked. As a convergence criterion in actual applications, 

the averaged error between the k- and k + 1-th distribution  is imposed, where  is 

the number of bins used to describe the histogram. 

2.6 FEL analyses by US with WHAM 

Once the conformational sampling by each method is performed, quasi-conformational transition pathways 

are obtained as reactive trajectories, which correspond to coarse-grained transitional pathways, as mentioned in 

Sec. 2.2. Strictly speaking, they might be different from the true pathways. Therefore, for their refinement, these 

reactive trajectories should be quantitatively evaluated through FEL analyses, allowing us to obtain a better 

description of the transition pathways judging from free energy values. For the FEL analyses, a combination of 

the USs with the WHAM might be an efficient strategy. In general, if R reference structures for the multiple US 

are selected along the reactive trajectories, the conformational sampling for each reference will be intensively 

performed using the following umbrella potentials as a function of coordinates, , 

 

, (4) 

where and  are coordinates of the s-th reference and the spring constant for the harmonic restraint. After 

that, biased probability densities obtained from the multiple USs, , are unbiased to obtain unbiased 

probability densities , 

ρinv E( )

ρinv E( ) =α E( ) ρmax − ρ E( ) θ Emax − E( )θ E − Emin( )

ρ E( ) ρmax α E( )

Emin,Emax[ ]

ρk+1 E( ) − ρk E( ) Nbin Nbin

r

rs
ref

ks

ρs

biased
r( )

ρs

unbiased
r( )

Page 10 of 30Physical Chemistry Chemical Physics



 11

 (5) 

where  is defined as the inverse temperature defined in terms of the Boltzmann constant, , and 

the absolute temperature, T. The unbiased probability densities are joined as an optimal probability density with 

the WHAM as follows: 

 

��r� = ∑ ���r���r��
	
��
����r��

��� , (6) 

 

where weights  for each unbiased probability density are determined so that statistical 

errors �� should be minimized under a normalization condition for the weights as, 

 

. (7) 

 

Finally, FEL, , measured from the origin, , is defined as the negative logarithm of the probability 

density projected onto an RC, ξ, 

.
 (8) 

 

3. Results and Discussion 

In this section, several applications using our methods are reviewed. Herein, our methods were applied to 

biologically important phenomena depending on the purposes of the research, such as extraction of domain 

motions of proteins, protein folding, and conformational transitions upon ligand binding. 

3.1 Domain motion analyses by PaCS-MD and FFM 

As a demonstration of extraction of the conformational transitions via domain motions of proteins, let us 

consider bacteriophage T4 lysozyme (T4L) (164 residues) explicitly in a water environment. For the dynamics 

of T4L, several preceding studies64-66 have proved that the collective motions in the hinge angle between two 

domains are induced as open–closed conformational transitions. The structures of both open (PDBid: 150L67 as 

the mutation, M6I) and closed (PDBid: 2LZM68 as the wild type) forms have been determined using X-ray 

crystallography. Because a set of the reactant (open form) and the product (closed form) is known a priori, 

PaCS-MD could be applied to the conformational transitions of T4L through the generation of the 

conformational transition pathways between these end-point structures. As a measure to select appropriate seeds 

for the conformational resampling, RMSDs from the target structures were considered. Based on RMSDs from 

the targets, snapshots with the 10 lowest RMSDs were selected from trajectories of short-time MD simulations 
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in each cycle. By repeating the cycles of selection and conformational resampling, they were gradually brought 

close to the targets. For the profiles of RMSDs of the seeds in each cycle, see Fig. 3(a)–(e) in reference.55 

In this review, we demonstrate another approach for PaCS-MD to generate the conformational transition 

pathways between the open and closed forms of T4L. In PaCS-MD simulations for the conformational 

transition from the open to the closed state, the product structure for the open form T4L was modelled from a 

mutant X-ray structure (PDBid: 150L), where a mutated back structure from 150L to the WT was constructed, 

because the X-ray structure of the open form WT has not been determined by experiment. In actual simulations, 

the constructed open structure was equilibrated through a short-time MD simulation. Finally, the equilibrated 

snapshot was employed as a model structure for the PaCS-MD from the closed to the open transition. To 

neutralize the system, eight chloride ions were also added, amounting to a total of 29252 atoms. For the closed 

form (PDBid: 2LZM), almost the same recipe as for the open form was adopted to yield the model system. All 

MD simulations were performed using the PMEMD module of AMBER 1169 with the AMBER 99SB force 

field.70 In general, the collective motions of proteins such as domain motions are described by a small number 

of PMs, because the contributions of a few PMs in higher modes are dominant because of the isotropic 

fluctuations of the proteins. As a measure to select the seeds for the conformational resampling, PCs projected 
onto PMs were chosen instead of RMSD, where PMs were determined as eigenvectors (i = 1, 2, ... , 3N) 

obtained by diagonalizing the variance–covariance matrix, C, defined in Eq. (1). To determine the PMs, 

conventional 10-ns CMD simulations using the NVT ensemble (T = 300 K using the Berendsen thermostat)71 

were started from the equilibrated open and closed forms. Then, each trajectory was joined (total 20 ns) and an 
averaged structure was calculated as a reference, which corresponds to  in Eq. (1). In this determination of 

PMs, the average structure is assumed as a transition state between the open form and the closed form. To check 

how many PMs are required to describe the collective motions of T4L, we calculated an index, κ, defined by the 
accumulated eigenvalues until the i-th PM as 

 

. (9) 

In this demonstration, the index coming from the top 20 PMs covered 90% of the overall eigenvalues. This 

evidence means that the top 20 PMs might be enough to describe the collective motions upon the open–closed 

conformational transition of T4L. To define the measure in PaCS-MD, the Inner Product (IP) within the 20 

dimensions  was considered to describe the correlation of PMs between snapshots of MD 

trajectories and the products. Here, the IP value is defined as: 

 

, (10) 

where  and are the i-th PC of a snapshot of the MD trajectories and the product, respectively. 

Snapshots with high IP values are intensively selected as the seeds for conformational resampling. PaCS-MD is 

terminated when IP values in the 20-dimensional space become sufficiently close to one. 
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Figure 2. Profiles of averages with error bars according to the cycles, for (a) IP value and (b) Cα RMSD with 

respect to each product. The black crosses and red squares correspond to the averages upon the conformational 

transitions from the open to closed forms and vice versa, respectively. 

 

For both directions (the conformational transition from the open to the closed forms, and vice versa), 10 

distinct PaCS-MD trials were performed. In each trial, PaCS-MD was continued for 20 cycles. In each cycle, 

seeds with the 10 top IP values were selected as initial structures for the short-time (100-ps) MD simulations. 

For the conformational transition from the open to the closed forms, the relaxed closed form in an explicit water 

environment was regarded as the product. On the other hand, for the inverse conformational transition, the 

mutated-back relaxed open form in an explicit water environment was regarded as the product. Figure 2(a) 

shows the profiles of IP values averaged over the 10 distinct trials with their standard deviations (until the 20th 

cycle). In each direction, IP values between the selected seeds and the products converged sufficiently to one 

during the 20 cycles. As shown in Fig. 2(b), the corresponding RMSDs measured from the products also 

reasonably converged to low values in each direction with increases in the IP values. Herein, one has to note 

that RMSD of the conformational transition from the closed to the open state converged to relatively large 

values (≈2.0 Å) compared with the inverse transition because the mutated-back open form was selected as the 
model structure to measure RMSD from the open state instead of the WT open form. This evidence indicates 

that 20 cycles are enough for the iterations to converge. To obtain greater knowledge on the transition pathway, 

the reactive trajectories were projected onto the two-dimensional subspace spanned by PC1 and PC2, as 

depicted in Fig. 3. According to these figures, there exist two characteristic transition pathways spanned on the 

subspace. These pathways might be used as initial guesses to the well-established transition path sampling 

methods reviewed in the introduction. In addition, these coarse-grained conformational transition pathways 

generated by PaCS-MD were quantitatively evaluated through the FEL analyses using multiple USs along RCs, 
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as shown in our previous study (see Fig. 9(c) in reference55). According to our previous study,55 the 

conformational transition pathway presumed by Fig. 3(a) might be close to a realistic route (see Fig. 9(c) in 

reference55). However, another conformational transition pathway of Fig. 3(b) seems not to be far from that of 

Fig. 3(a). Therefore, the multiple US using reactive trajectories constructed from Fig. 3(b) will converge to Fig. 

3(a) through the FEL calculation because they have a higher free energy profile than the realistic pathway 

judging from Fig. 9(c) of reference.55 

 

 
 

Figure 3. Projections of the reactive trajectories onto the subspace spanned by PC1 and PC2 according to the 

cycles for the conformational transition (a) from the open to closed forms and (b) vice versa (blue points). The 

red and green points correspond to the projections of trajectories obtained from the 10-ns CMD simulations 

using the NVT ensemble (T = 300 K) started from the relaxed open and closed forms, respectively. The 

projections of the target structures (products) in PaCS-MD are as follows: mutated back to WT and relaxed 

open form: (0.7, 1.3), WT closed form: (–1.5, 0.3). 

 

As an example of the FEL calculation combined with PaCS-MD, an application to Glutamine Binding 

Protein (GlnBP) is presented here. GlnBP is one of the periplasmic proteins, consisting of 226 residues and 

amounting to 3535 atoms. When the ligand (glutamine) binds to a cleft between two domains in the open form, 

large hinge-bending movements are induced towards the closed form. The structures of the open-apo (PDBid: 

1GGG)72 and the closed-holo (PDBid: 1WDN)73 forms have been determined using X-ray crystallography. 
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Note here that the conformational transitions of the apo-type (without the ligand) were investigated. To model 

initial structures, structures of the open-apo and closed-apo forms were prepared from these X-ray structures, 

where for the latter the ligand was removed from the closed-holo form, because the X-ray structure of the 

closed-apo form is not available. An explicit water environment was modelled with the TIP3P water, and one 

chloride ion was added to neutralize the systems, finally amounting to 33533 atoms as solvated model systems. 

After energy minimization, short-time (300-ps) MD simulations were started from the model structures for 

adjusting volumes of the systems using the NPT ensemble (P = 1.0 atm, T = 300 K using the Berendsen 

thermostat). Finally, the last snapshots for both systems were regarded as the products. After the volume 

adjustment with a short-time simulation using the NPT ensemble, the environment was switched to NVT (T = 

300 K). As the measure in PaCS-MD, an IP value between snapshots and the products was used. To determine 

PMs by PCA, relatively long-time (10-ns) MD simulations were independently started from the relaxed 

open-apo and closed-apo forms using the NVT ensemble (T = 300 K), and then joined (20-ns) trajectories were 

used to define the variance–covariance matrix, as was done for T4L above. In each cycle of PaCS-MD, the 10 

top seeds with high IP values were selected. Then, short-time (100-ps) MD simulations were independently 

restarted from the selected snapshots. Finally, the cycle was repeated for 30 cycles (total 30 ns computational 

time, 10 seeds × 100-ps MD simulations × 30 cycles). 
 

 
Figure 4. Projections of the reactive trajectories onto the subspace spanned by PC1 and PC2 according to the 

cycles (the blue points). (a) The directions from the open form to the closed form and (b) vice versa. The green 

and red points represent the projections of trajectories obtained from the 10-ns CMD simulations using the NVT 

ensemble (T = 300 K) for the open and closed forms, respectively. 

 

In this demonstration, PaCS-MD was performed for 30 cycles by referring the IP value between the seeds 

and the products for both directions of the conformational transitions (the open form to the closed form and vice 

versa). IP values sufficiently converged to one during the 30 cycles. Figure 4 shows the projections of the 
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selected seeds during the 30 cycles for both conformational transitions onto the subspace spanned by PC1 and 

PC2 (Fig. 4(a) for the open to the closed and Fig. 4(b) for the closed to the open). To evaluate quantitatively the 

generated reactive trajectories, FEL calculations by multiple USs combined with WHAM were performed, 

where references for the multiple USs were selected along the reactive trajectories and restraints on Cα 

co-ordinates of the multiple references (force constant = 0.0001 kcal/(mol Å2)) were added in the multiple USs. 

In total, 100 references were selected from the reactive trajectories, so that they would be uniformly distributed 

along the transition pathways. The FEL of GlnBP projected onto the subspace spanned by PC1 and PC2 is 

shown in Fig. 5. Judging from the FEL calculation, several metastable states during the conformational 

transitions were observed as local free energy minima along the transition pathways (closed, semi-closed, 

transition, and open in Fig. 5). The semi-closed form sampled by this method might have an important role in 

the ligand binding process in the holo-state whether these processes occur via the induced-fit or the populated 

shift. Actually, these types of intermediate states have been reported in preceding studies, such as Lysine-, 

Arginine-, Ornithine-binding protein (LAO) and Maltose-Binding Protein (MBP).74, 75 In addition to these 

apo-type simulations, holo-type simulations with the ligand (glutamine) might enable us to understand the 

allosteric conformational transitions upon ligand binding. These simulations will be presented elsewhere. 

 

 
Figure 5. FEL of (apo) GlnBP projected onto the subspace spanned by PC1 and PC2 through multiple USs and 

the WHAM. The representative states are indicated with dashed arrows as closed, semi-closed, transition, and 

open states. The contour lines are drawn every 0.5 kBT. 

 

In contrast to PaCS-MD, which needs structures of both a product and a reactant a priori, FFM only needs 

that of the reactant to induce automatically conformational transitions towards other metastable states. Because 

one often encounters problems where only one structure is available from X-ray crystallography, the FFM has 

an advantage over PaCS-MD for application to these systems. To emphasize the difference between FFM and 

PaCS-MD, we here demonstrate the FFM simulations of T4L by referring to the open form only. For extraction 

of the conformational transition starting with the open structure of T4L, the relaxed open form (150L) used in 

the previous paragraph was considered as a reactant. First, a canonical MD simulation was performed from the 

relaxed open structure for 10 ns using the NVT ensemble (T = 300 K using the Berendsen thermostat) to 

determine PMs for the open forms. Note that these PMs are different from those adopted in the previous 

paragraph. Here, the accumulated contribution coming from PM1 and PM2 totalled 70.8%, which might be 

sufficient to describe the collective motions of T4L. Therefore, PM1 and PM2 were considered to select seeds 

that have large amplitudes as anisotropic fluctuations. Based on the projections of MD trajectories onto these 

PMs, the snapshots that have minimum and maximum PCs were selected as seeds for the conformational 

resampling. In the actual selection of the seeds, the PM to be enhanced was randomly selected from PM1 or 
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PM2. In each cycle, a total of 10 seeds was selected and followed by the conformational resampling from them 

through short-time (100-ps) MD simulations via regeneration of initial velocities. As a reference, CMD 

simulations using the NVT ensemble (T = 300 K using the Berendsen thermostat) were also performed from the 

relaxed closed forms for 10 ns. In each cycle of FFM, highly fluctuating snapshots were detected as five sets of 

seeds (snapshots) with the minimum and the maximum PCs projected onto a randomly selected PM from PM1 

and PM2, i.e., a total of 10 seeds. Then, these 10 snapshots were resampled through restarting the short-time 

(100-ps) MD simulations in each cycle. The cycle was repeated to 100 cycles for a strict check of the 

convergence, amounting to a total of 100 ns computational time (10 seeds × 100-ps MD simulation × 100 
cycles). 

 

 
Figure 6. Projections of the snapshots obtained from FFM onto the subspace spanned by PC1 and PC2 

according to the cycles as blue points. The red and green points correspond to the projections obtained from the 

10-ns CMD simulations using the NVT ensemble (T = 300 K) started from the relaxed open and closed 

structures. The square (magenta) indicates the projection of the X-ray structure of the closed state.* 

 

The blue point in Fig. 6 shows the projections of snapshots obtained from FFM onto the subspace spanned 

by PM1 and PM2 every five cycles. On the other hand, the red and green points correspond to those obtained 

from 10-ns CMD simulations for the open and closed forms, respectively. As is clearly shown in Fig. 6, FFM 

enhanced the conformational transitions from the open to the closed forms within the 15th cycle (total 15-ns 

computational time) because the projections (blue points) of snapshots obtained from FFM sufficiently covered 

the projections (green points) of the trajectory obtained from the CMD simulation started from the relaxed 

closed form including the X-ray structure indicated by the square in Fig. 6. For the structural similarity, the 

superposition of the structures sampled by FFM (red) and determined by the X-ray analysis (black) is shown in 

Fig. 3(b) in reference56 (the minimum RMSD was 0.89 Å). Furthermore, according to the cycles, FFM broadly 

sampled not only the transitional region around the open and closed forms in the subspace spanned by PM1 and 

PM2, but also the marginal regions with high free energies, such as edges of the FEL. In our previous study, the 

FEL was quantitatively evaluated using the multiple USs combined with WHAM for reactive trajectories of 

T4L generated by FFM to yield reliable conformational transition pathways connecting the open and the closed 

forms. For details of the FEL of T4L, see Fig. 4(a) in reference.56 For the FEL analysis, 100 multiple USs were 

performed for 1 ns under harmonic restraints with respect to Cα atoms of the references defined by Eq. (4), 

                                            
*Figure 6 has already been published in reference.56 However, the layout is different from the original layout. 
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amounting to a total of 100 ns computational time (100 references × 1 ns). As a comparison with the CMD 
simulations, a brute-force 1-µs CMD simulation was performed from the relaxed open form. Even if the 
µs-order CMD simulation was employed, it is quite difficult to extract the conformational transition from the 
open to closed states (see Fig. 4(b) in the reference).56 This evidence clearly indicates that the conformational 

sampling efficiency of the FFM is remarkably higher than that of the brute-force CMD. 

As a comparison of the conformational sampling efficiency of FFM, we compared our results with a 

recently proposed enhanced conformational sampling method, referred to as Accelerates Collective Motions of 

a protein obtained from PCA (ACM-PCA).76 In ACM-PCA, several hundred picosecond-order MD simulations 

are carried out for the target protein and subsequently PCA is performed on each trajectory, providing reliable 

directions of domain motions relevant for biological functions. Finally, motions along the collective modes are 

accelerated by coupling them to a thermostat with a high temperature. A cycle of the above procedures is 

repeated to enhance the conformational sampling. Herein, the concept of ACM-PCA might be similar to that of 

FFM, in both of which snapshots/modes with high potentials to transit are characterized by PCA and 

accelerated by controlling velocities. In FFM, essential snapshots are extracted by referring projections of 

trajectories to PCs determined from PCA, and then the conformational transitions are stochastically accelerated 

by regeneration of initial velocities in restarting the MD. In contrast, ACM-PCA employs the thermostat 

coupling to enhance the collective motions of proteins. Therefore, the way to accelerate snapshots relevant for 

transitions might be different for the two methods. As a demonstration of ACM-PCA, this method was applied 

to T4 lysozyme, which is the same situation in our demonstration. In ACM-PCA, starting from the WT closed 

form, a broad conformational sampling including the conformational transition to the open form was achieved 

within 20 ns. However, the inverse transition from the open to closed state was not obtained with ACM-PCA. 

The open to closed transitions of T4L seem quite difficult to extract. Actually, we performed 1-µs CMD 
simulation with explicit water using the NVT (T = 300 K) starting from the open form. In this trial simulation, 

we could not find the transition from the open to closed form (see Fig. 4(b) of the reference).56 In contrast, FFM 

successfully extracted the rare event within 20 ns without using any information about the closed form; we used 

only PCs obtained from 10-ns MD simulations starting from the open state. The above discussion indicates the 

high conformational sampling efficiency of FFM, and this method has a quite high potential to extract 

biologically rare events. 

3.2 Analyses of the induced-fit process after ligand binding by PaCS-MD 

As one of the biologically relevant rare events, induced-fit processes after ligand binding have received 

attention from both experimental and theoretical points of view because these processes are often related to 

enzymatic activities. One of the nylon-oligomer hydrolases called NylB, which is found in the Arthrobacter sp. 

KI72,77 degrades amide bonds in linear nylon-oligomers,78 whose reaction mechanism was recently revealed by 

CMD and first-principles MD by us, and interfragment analyses were performed to investigate ligand binding 

processes.79-81 After the ligand binding to a cleft, a specific residue Y170 in NylB, which belongs to a loop 

segment (Asn166–Val177), binds to the substrate, 6-aminohexanoate dimer (Ald), forming a hydrogen bond 

with it. During the induced-fit process, the loop region moves significantly towards the substrate. A site-directed 

mutagenesis study showed that the Y170F mutant, where Tyr is replaced by Phe, has less enzymatic activity 

than the wild type (WT) does. To investigate the difference between the WT and the Y170F mutant in the 

induced-fit processes, we employed PaCS-MD to calculate FELs of both the WT and the Y170F mutant. 82, 83 

Initially, we prepared the prototype structure for the WT enzyme–substrate complex (closed form) from the 

X-ray structure available at the Protein Data Bank (PDBid: 2ZMA).84 In this structure, the Ser112 residue is 

replaced by Ala, so that we replaced Ala112 with the original Ser112 residue and added all of the missing amino 
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acid residues to obtain a closed-form WT model. The open form was also obtained from the X-ray structure 

(PDBid: 2ZM0).85 Analogously, the open and closed forms of the Y170F mutant were reconstructed by 

replacing Tyr170 with Phe170 in the corresponding WT models. The WT system here consists of the enzyme–

substrate complex solvated in water (described by a TIP3P force field) with Na+ counter ions to neutralize the 

system, amounting to 41403 atoms. The systems were then equilibrated by CMD for about 10 ns using an NPT 

ensemble (P = 1 atm and T = 300 K using the Berendsen thermostat). For the PaCS-MD simulations, the 

reactant and the product structures for both the WT and the Y170F mutant were extracted from the last snapshot 

of each 10 ns CMD simulation using the PMEMD module of the AMBER 12 program suite.86 The force field 

adopted for the amino acid residues was a standard Amber ff99,87 while the force field for Ald was generated 

with the AMBER GAFF by the Antechamber program.79 PaCS-MD simulations were performed for 25 cycles 

starting from 10 different initial seeds sampled on the basis of the measure of a partial RMSD of the heavy 

atoms in the loop segment (Asn166–Val177). To evaluate the free energy change because of the induced fit, we 

adopted multiple US combined with the WHAM, where 2000 reference structures randomly extracted from 

PaCS-MD were used. For the multiple US, restraints with a force constant k = 0.5 kcal/(mol Å2) were imposed 

on the heavy atoms in the loop segment. The FELs were then projected onto two specific distances: the 
separation between the  atom of Glu168 and the Cα atom of Ser217, d1, and the separation between the  

atom of Phe170 (replacing the atom of Tyr170 in the WT) and the N atom in the amide bond of Ald393, d2, 

where the definitions of these distances are given in Fig. 7(a). 

To elucidate the mutational effects of Y170F on the induced-fit process, FELs for the WT and the Y170F 

mutant are depicted in Figs. 7(b) and 7(c). For each FEL, the left bottom region corresponds to the closed form 

(the global minimum) and the upper right region to the open form. According to these figures, two major 

features are found. One is that the number of (meta-) stable structures is different, i.e., six for the WT and four 

for the Y170F mutant. The other is the difference in the slope near each local minimum. In the case of the 

Y170F mutant, the areas of the FEL around the minima at (d1, d2) = (10.0 Å, 14.0 Å) and (d1, d2) = (9.0 Å, 7.5 

Å) in Fig. 7(c), but also the other two (d1, d2) = (7.1 Å, 5.5 Å) and (d1, d2) = (4.8 Å, 5.2 Å), are rather wide and 

characterized by not very steep slopes with respect to the WT. The final minimum, (d1, d2) = (4.9 Å, 5.3 Å), is a 
bit far from that obtained for WT, reflecting a difference in the atom of Tyr170 and the  atom of 

Phe170. Despite this important difference in the shape of the FESs, the highest free energy barrier in the FEL of 

the Y170F mutant (2.4 kcal/mol) is nearly identical to that of the WT (2.3 kcal/mol). These findings indicate 

that the mutational effect because of the induced fit on the FES landscape is remarkable, while the stabilization 

energies for both cases are small from a kinetic point of view. Because of the fluctuation along the d2 direction 

as found in Fig. 7(c), there is room for a substrate to move in this pocket, resulting possibly in a decrease in the 

enzymatic activity. The present results clearly demonstrate that the FEL analyses followed by PaCS-MD is a 

powerful method for extracting the changes because of the site-directed mutation in the induced-fit processes as 

local but large conformational changes. 

 

 

 

 

Cδ Hζ

Oζ

Oζ Hζ

Page 19 of 30 Physical Chemistry Chemical Physics



 20

 
Figure 7. The local structures for the closed form (a). FEL of the WT (b) and the Y170F mutants (c) projected 

onto two collective variables, which are defined in (a) (in kcal/mol).† 

 

3.3 Analyses of protein-folding pathways by TBSA and OFLOOD 

The protein-folding processes are more difficult to extract compared with the collective domain motions of 

T4L and GlnBP treated in Sec. 3.1 because the conformational subspaces become broader and specifications of 

RCs to characterize the folding events are also non-trivial. If a set of the reactant and the product is given, i.e., 

denatured and native structures are known a priori, PaCS-MD might provide their folding pathways. However, 

unfortunately, these situations are quite rare. On the other hand, FFM might provide the conformational 

transition pathway based on the anisotropic modes of proteins starting from a given reactant; however, the 

specifications for enhancing the PM might be difficult. Based on the above issues, as more powerful and 

general methods, TBSA and OFLOOD will be introduced through applications to the protein-folding 

simulations in terms of relatively small proteins. 

For protein-folding pathways, let us consider the following miniproteins, Chignolin (PDBid: 1UAO)88 and 

the villin headpiece subdomain called HP35 (PDBid: 1YRF),89 which are designed to fold quickly to their 

native structures. Their folding pathways were extracted from completely extended structures using our 

methods, TBSA and OFLOOD. In both applications, the surrounding solvent was implicitly included using the 

generalized Born model (IGB = 5 in the SANDER module of AMBER 11)69 with 0.2 M salt concentration and 

0.005 kcal/(mol Å2) surface tension. For the force fields used in the MD simulations, AMBER 99SB70 and 

AMBER ff0390 were selected for Chignolin and HP35, respectively, based on the preceding studies.45, 91, 92 

 

3.3.1 Chignolin 

As the first demonstration, folding pathways of Chignolin are extracted by TBSA. Chignolin is an artificial 

miniprotein consisting of 10 residues, amounting to 138 atoms, and forms a β-hairpin structure as the native 
structure because of hydrogen bonds in the backbone and hydrophobic packing between Y2 and W9 in the side 

chains.88 As an initial structure, a completely stretched structure was employed based on the amino-acid 

sequences using the tLEaP module in AMBER 11.69 In TBSA, states with low frequencies are intensively 

selected based on the inverse histogram projected onto the energy space and followed by conformational 

resampling from them. To obtain an initial histogram, 100 short-time (100-ps) MD simulations were 

                                            
† Figure 7 has already been published in reference.82 However, the layouts are different from the original 
layouts. 
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independently started from the completely stretched structure, where the initial velocities were differently 

assigned based on the Maxwell–Boltzmann distribution using the NVT ensemble (T = 200 K using the 

Berendsen thermostat, which is a stricter test with respect to simulations at 300 K to demonstrate the 

conformational sampling efficiency when TBSA is employed under such a low temperature environment). In 

terms of the obtained trajectories, an inverse histogram was calculated from the initial histogram, where they 

were used as weights for selecting the seeds with low frequencies in the energy space. To remove the 

dependence on the initial structure, 10 distinct trials (denoted as CH1, CH2, … , CH10) were independently 

performed. The cycle was repeated until the 10th cycle. In each cycle, the seeds were selected from the 
accumulated snapshots that belong to the energy bin, E, so that they are proportional to . In total, 

 seeds were selected by summing the energy region [Emin, Emax]. The numbers of the selected 

seeds in each cycle for each trial are listed in Table 1 in reference.58 For the convergence of the histogram with 
respect to the energy space,  was plotted, as shown in Fig. 8. In this figure, the distributions of the 

first three cycles (see the red, green, and blue lines in Fig. 8) drastically change, and the sampled energy region 

was gradually expanded towards the lower energy region. In contrast, those of the last two (the 9th and 10th) 

cycles coincide with each other (see the cyan and magenta lines in Fig. 8), indicating convergence of the 

conformational sampling in TBSA. As a comparison of the conformational efficiency of TBSA, a brute-force 

CMD simulation was started from the completely extended structure until 1 µs under the same NVT ensemble 
(T = 200 K). As Fig. 2(f) in reference57 shows, the system rapidly folded into the misfolded state and remained 

trapped in the local minimum state, indicating the difficulty in complete protein folding despite the relatively 

long-time brute-force CMD. For the conformational sampling efficiency of TBSA, the minimum time to sample 

the native structure (Cα RMSD < 1.0 Å) was 16.1 ns (see Table 2 in reference),58 which was shorter than the 

extremely long-time brute-force CMD by Shaw and co-workers.3 Herein, their brute-force CMD simulations4 

needed 0.6 µs to sample the native structure of Chignolin. As another comparison of the sampling efficiency of 
TBSA, there is the McMD simulation with the same implicit model. In this McMD study,92 a total of 180 ns 

multicanonical simulations were performed in addition to preliminary runs to obtain the DOS for constructing 

the multicanonical potential. The McMD simulation needed 50 ns (or more) to sample the native structure, 

indicating the improved conformational sampling efficiency of TBSA because our method needed only several 

nanosecond simulations without any preliminary run. As a comparison with recent studies,52 MSES successfully 

sampled the native structure of Chignolin and described the protein-folding pathway by drawing its folding FEL. 

In MSES, to enhance the conformational sampling, coarse-grained and all-atom models are coupled with 

harmonic restraints. Because of the coupling, MSES enables one to perform a broad conformational sampling as 

a multi-scale simulation. To obtain the folding FEL, MSES needed a total of 0.6 µs simulation (HREM54 using 

six replicas with 100 ns simulation for each replica for exchanging the harmonic restraints), highlighting the 

high conformational sampling efficiency of TBSA. It is stressed here that a remarkable advantage of TBSA 

over the above methods is that one does not need any preliminary run in applications. In TBSA, one only has to 

calculate and update Inv(E) to select seeds for the conformational resampling. 

 

 

ρinv E( )
ρinv E( )

E=Emin

E=Emax∑

− lnρ E( )
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Figure 8. Profiles of histograms projected onto the total energy space. The red, green, and blue lines correspond 

to the negative logarithm of histograms at the first, second, and third cycles, respectively. The cyan and 

magenta lines correspond to those at the ninth and tenth cycles, respectively. The dashed arrow shows the 

explored region of total energy by TBSA during the 10 cycles.‡ 

 

As RCs for describing the folding energy landscape of Chignolin, the hydrogen-bonding distances in the 

backbone (HB1: D3(N)–G7(O), HB2: D3(N)–T8(O)) might be appropriate as adopted in the previous studies45, 

92 for the folding FEL analyses. To evaluate quantitatively the snapshots sampled by TBSA, these snapshots 

were projected onto the subspace spanned by HB1 and HB2 and their total energies were averaged in each 

projected point. Figure 9 shows the averaged total energy landscape, where the native and misfolded states were 

observed as local minima indicated by the arrows. As the landscape shows, stabilities of the structures sampled 

by TBSA were simply evaluated by averaged total energies without performing heavy FEL calculations, which 

might be an important strategy for obtaining a coarse-grained picture of energy landscapes. 

 

 
Figure 9. Total energy landscape of Chignolin projected onto the subspace spanned by HB1 and HB2 explored 

using TBSA. Each value of total energy was averaged over all snapshots in the projections. The native and 

misfolded states are indicated by arrows. The misfolded structure showed a good correspondence with the 

recent studies. In particular, the arrangements of the side chains (Y2 and W9) were the same (see Fig. 1 in 

reference),93 which is supporting evidence for TBSA.§ 
                                            
‡ Figure 8 has already been published in reference.58 However, the layout is different from the original layout. 
§ Figure 9 has already been published in reference.58 However, the layout is different from the original layout. 
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3.3.2 HP35 

As a second application, the folding pathways of HP35 were extracted using OFLOOD. HP35 is a 

35-residue miniprotein consisting of three bundle helices (Helix 1: residues 3–14, Helix 2: residues 15–21, and 

Helix 3: residues 22–33), amounting to 582 atoms.89 In preceding studies,44, 91 the orders of forming each helix 

in the folding processes have been discussed through the partial Cα RMSD defined by the following segments, 

segment A (residues 3–21, consisting of Helix 1–2) and segment B (residues 15–33, consisting of Helix 2–3). 

The overlap of Helix 2 in these segments ensures the overall folding of HP35 into the native structure once both 

segment A and segment B fold. Therefore, these partial Cα RMSDs might be appropriate RCs and they were 

specified as a set of RCs in OFLOOD for drawing two-dimensional distributions. As an initialization, 

short-time (100 ps × 100 runs) MD simulations were independently started from the completely extended 
structure with differently assigned initial velocities using the NVT (T = 300 K) ensemble. Herein, all MD 

simulations were performed using the SANDER module of AMBER 11.69 Then, the distribution projected onto 

the subspace was calculated and followed by detection of outliers using the clustering algorithm FlexDice,94-97 

continuing to the conformational resampling from the detected outliers. Cycles of the detection of outliers and 

their conformational resampling were repeated until the 20th cycle by checking the accumulated distribution 

projected onto each RC (for the convergence of OFLOOD, see Fig. 3 in reference.57 The total numbers of 

outliers detected during the 20 cycles were as follows: (99, 96, 82, 126, 73, 75, 66, 77, 101, 126, 79, 76, 88, 74, 

66, 52, 40, 53, 61, and 65). For each seed, short-time (100-ps) MD simulation was performed by initializing 

velocities. Figure 10 shows the projections (red points) of the conformational resampling from the detected 

outliers (black points) every five cycles. 

 

 
Figure 10. Projections of the snapshots generated by OFLOOD onto the subspace spanned by partial Cα 

RMSDs of each segment as red points. The black points correspond to the outliers detected by FlexDice in each 
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cycle. The cross (light green) corresponds to the projection of the X-ray structure of HP35. The structure with 

the minimum Cα RMSD (blue) is superimposed with the X-ray structure (red).
** 

 

Judging from these figures, it is clear that the detected outliers were located near the edge of the 

distributions and gradually expanded the distributions as the cycles went on. These facts numerically prove that 

our strategy to select the seeds and to perform resampling for these seeds works quite well for finding the folded 

structure. As shown in the middle right of Fig. 10, the native structure of HP35 was sufficiently sampled at the 

15th cycle within the criterion (Cα RMSD < 1.0 Å). The results for 20 cycles together with the X-ray structure 

(black) are shown in the left bottom of Fig. 10 (the minimum overall Cα RMSD was 0.5 Å). Furthermore, the 

projections of the reactive trajectories were also projected onto the subspace in Fig. 10, denoted as “reactive”. 

From this figure, the projections might be split into two folding pathways, indicating the existence of a minor 

folding pathway in addition to the major folding pathway, which had been reported in preceding works.44, 91 As 

experimental evidence, a recent triplet–triplet-energy transfer (TTET) experiment98 supports the validity of the 

minor folding pathway extracted by OFLOOD. However, this minor folding pathway was not sampled by the 

brute-force 8-µs REMD simulations in the previous study,91 showing the high conformational sampling 
efficiency of OFLOOD because OFLOOD has extracted such a rare event in sub-µs order computational time 
(total of 135.6 ns computational time for the 15 cycles). In contrast, a brute-force CMD simulation with Anton3 

needed 2.8 µs to sample the native structure from an unfolded structure. The above comparisons and 
discussions sufficiently demonstrate the effectiveness of TBSA in conformational searching in biomolecules. 

 

3.4 Perspective and remaining problems 

Here, we would like to mention future perspectives and remaining problems in our studies towards precise 

predictions for biologically relevant rare events. The first issue is related to a proper choice of RCs, which 

determines the conformational sampling efficiency. In our methods, the conformational sampling efficiency 

depends on selection of good seeds for promoting structural transitions of biomolecules from accumulated 

distributions projected upon characteristic RCs to describe biological reactions along them. This is one of the 

most serious remaining problems because the specifications of RCs are non-trivial issues in a wide variety of 

fields, and in general RCs strongly depend on the target systems. For instance, to extract collective domain 

motions of biomolecules, PCs defined by the PCA might be suitable because large-amplitude fluctuations upon 

the domain motions are low frequency modes and tend to be represented by several PCs projected onto a 

low-dimensional subspace spanned by a set of anisotropic PMs. On the other hand, allosteric effects upon 

ligand binding might not be represented by only the PMs because correlations among locally and globally 

fluctuating modes play essential roles in most of the allosteric functions. Therefore, the development of 

methodologies to extract the mode couplings among these modes and decompositions of collective modes into 

correlated and uncorrelated modes would be quite important issues to understand the allosteric functions. A full 

correlation analysis (FCA)66 has partially solved this issue by setting “best axes” to characterize collective 

modes based on an independent component analysis (ICA).99, 100 The basic concept of ICA/FCA is to select the 

best axes so as to regard a probability distribution projected onto these axes approximately as a product of 

Gaussians. For the mode couplings, an independent subspace analysis (ISA)65 successfully extracted several 

independent subspaces from the conformational space that have significantly correlated collective modes in 

                                            
** Figure 10 has already been published in the reference.57 However, the layout is different from the original 
layout. 
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each subspace. In spite of these efforts, it is difficult to detect automatically correlations among the extracted 

subspaces. Thus, it is still necessary to develop an efficient protocol for automatically generating appropriate 

RCs, which might be useful to search relevant rare events together with our methods. 

The second issue is related to how to evaluate precise structural transition pathways or networks based on 

our methods. To evaluate the transition pathways, our methods need some post-processing processes such as 

free energy calculations using the US or path-sampling methods, meaning that the coarse-grained transition 

pathways generated by our methods will be refined through well-established methods. Based on the above 

approaches, one can quantitatively evaluate the transition pathways, although relatively high computational 

costs might be required. Thus, it would be quite convenient to extract directly the transitional networks as 

kinetics without additional calculations. As an example of the analytical approach, the Markov State Model 

(MSM)101-106 might be helpful for extracting directly the networks among states of biomolecules. In MSM, 

transitions among discretized states of biomolecules in a stationary state are estimated as a transition matrix, 

whose eigenvalues and eigenvectors describe probability densities and dynamical networks among the 

stationary states, respectively. Although this approach gives the transitional networks among microstates 

without the post-processing processes, the results of MSM strongly depend on how the discretized microstates 

are defined. In general, the discretization is performed by several clustering methods. Therefore, one needs 

robust clustering algorithms to define them and describe their networks as appropriately as possible. 

The third issue is related to how to perform effectively the conformational sampling on the fly by referring 

only to past information. For instance, in the case of TBSA, the conformational sampling efficiency depends on 

an inverse histogram, which is derived from the past conformational sampling, to sample efficiently states with 

low frequencies for selecting seeds. Because of the conformational resampling based on the inverse histogram, 

the conformational spaces are updated on the fly, ideally achieving converged spaces, as demonstrated in Fig. 8. 

However, a free energy surface is not simultaneously obtained in the current scheme, although a potential 

energy surface averaged over generated snapshots is available. To calculate the energy surface on the fly 

without any post-processing, the current scheme needs some extensions. As an example of on-the-fly schemes 

for the free energy calculations, mean force dynamics simultaneously estimate free energies as time-dependent 

energies based on a conserved quantity,107 meaning that the FELs are updated on the fly, and ideally they would 

converge after long-time simulations. For instance, the recently developed logarithmic mean-force dynamics 

(LogMFD)108, 109 successfully calculates the FELs without any additional cost. LogMFD refers to logarithmic 

forms of free energies as additional potentials to flatten free energy barriers among minima. As a future 

extension of our methods, this type of self-updating scheme might be applied to evaluate free energies on the fly 

along with estimations of transition pathways. 

The fourth issue is how to know when products have been reached in the different sampling methods. For 

this issue, we think that there are two different situations: (i) a set of reactants and products is known a priori, 

and (ii) only reactants are known. For the first situation, it might be relatively easy to know when the target has 

been reached to a desirable conformation because the conformational transitions can be monitored based on the 

RMSD measured from the products, as used in the PaCS-MD method.55 For instance, in the previous work on 

PaCS-MD, we showed that RMSD gradually converges to small values, say 1.0 Å is enough for the 

conformational search, with an increase in the PaCS-MD cycles. On the other hand, for the second situation, it 

might not be easy to judge when the targets have reached native and/or metastable structures in the different 

methods. As a strategy for this judgement, we have already proposed a criterion for each method based on the 

convergence of distributions projected onto a set of RCs and explained the scheme in our previous studies. For 

instance, in TBSA, Eq. (2) corresponds to the criterion. If this quantity converges to a sufficiently small value, 

the conformational searches by TBSA are well accomplished. Of course, these types of criteria should be 
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appropriately defined depending on the method employed and checked for convergence in the actual 

calculations, as we demonstrated. The criteria both for FFM and OFLOOD methods have also been concisely 

explained in the original papers.56, 57 

The fifth issue is whether or not the different conformational sampling methods provide reasonable 

ensembles. Herein, the ensembles obtained from our methods might be slightly different from true canonical 

ensembles. Patched trajectories obtained from distinct short-time MD simulations, which we referred to as 

“reactive trajectories”, are generated without any reweighting. However, these reactive trajectories might be 

helpful for constructing fine FELs with the help of well-established free energy calculation methods such as US 

because the reactive trajectories might give a coarse-grained ensemble, as shown in Figs. 3 and 4. However, as a 

future perspective of this study, direct refinements of the reactive trajectories with reasonable reweighting 

techniques and without any post-processing calculations are needed. 

4. Conclusions 

Enhanced conformational sampling methods are indispensable for extracting the conformational transitions 

of biomolecules because they are strongly related to the biological functions. Because of the problems of 

accessible timescales in CMD simulations and stochastic processes of the biologically relevant rare events, the 

conformational transitions relevant to biological functions are quite difficult to extract, even if brute-force CMD 

simulations are employed using current massively parallel computational resources. To tackle these types of 

problems, we would like to propose several enhanced conformational sampling methods based on the 

conformational resampling through short-time MD simulations. In our strategy, the seeds that correspond to 

initial structures for short-time MD simulations are first selected. Here, the seeds should be selected so that they 

have the potential to transit to other metastable states with high probability. Next, multiple short-time MD 

simulations are independently restarted from the selected seeds via initialization of velocities. Based on this 

strategy, each method was applied for the purpose of studies to extract biologically rare events of proteins under 

the following conditions: (i) a set of reactant and product is given a priori and (ii) only a single reactant is 

given. 

For the first case, PaCS-MD is applicable to extract biologically rare events such as structural transitions of 

proteins that connect the reactant to the product. As examples of structural transitions without ligand bindings, 

the open–closed domain motions of T4L/GlnBP were extracted with ns-order simulations by PaCS-MD. For a 

more complicated system such as the induced-fit process of the WT and the Y170F mutant of NylB (enzyme) to 

Ald (substrate), although the FEL changes drastically with respect to the WT case, the free energy barrier is 

nearly unchanged, meaning that the kinetics of the induced fit are unaffected by the mutation or, at least, this 

mutation. As shown in these applications, PaCS-MD is a powerful method to extract structural transitions of 

proteins with/without ligand binding. For the second case, FFM, TBSA, and OFLOOD are applicable to extract 

transition pathways starting from a given reactant. For instance, FFM derived the open–closed domain motions 

of T4L starting from the open structure with ns-order simulations. TBSA and OFLOOD also extracted several 

folding pathways of miniproteins with ns-order simulations starting from the completely extended structures. 

These types of methods might be convenient to predict transition pathways or find local/global energy minimum 

states of proteins starting from a given reactant without knowing the reactants, which is one of the advantages 

of conformational sampling and indicates the generality of our methods. 

As future perspectives, we discussed the following three issues to be solved for further enhancements of 

conformational sampling. (i) The automatic specification of RCs. (ii) The refinements of transition pathways 

and networks generated by each method. (iii) Extensions to the on-the-fly algorithm for the free energy 

calculations, which has already been discussed in Sec. 3.4. 
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Finally, we would like to mention the implementation of our methods. From the point of view of 

implementation, our methods can be easily implemented in MD software by using script-like procedures 

without modifying any source codes. Therefore, any MD software packages can be used for applications. 
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