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SMFA was used to calculate NMR shieldings in a test set of 15 molecules. Level 4 fragments were found to yield satisfactory

results when hydrogen bonding was included in the calculations. The utility of additional long range corrections was also

investigated. It was found that with hydrogen bonding already included, ab initio long range corrections were not necessary.

Instead, inclusion of the McConnell correction for fragments was found to be sufficient. With these parameters the algorithm

produces MADs of 0.046, 0.26, 0.24 and 1.04 ppm for hydrogens, carbons, nitrogens and oxygens respectively.

1 Introduction

It is difficult to overemphasise the importance of NMR in

chemistry. Since its development it has become a standard

technique for determining or confirming the structure of novel

molecules, and has also seen wide usage in the study of dy-

namic properties. For many systems of interest, however, their

size precludes the accurate determination of structural param-

eters, with peak broadening and overlap leading to ambiguities

in data interpretation.

For this reason, theoretical methods are often useful in re-

solving these ambiguities, though these suffer from similar

drawbacks as the system size increases. CCSD(T) is widely

considered the gold standard of theoretical calculations for

NMR Shieldings,1 though its N7 scaling in computational cost

with system size limits its use to the study of molecules with

no more than 4 or 5 heavy atoms. The N3 scaling of many

DFT functionals solves this problem, though at a consider-

able cost in accuracy, and while there exist functionals that

have been parameterised specifically for NMR,2,3 the utility of

these functionals for assignment in novel compounds is ques-

tionable.4

Amongst the most promising approaches for reducing the

cost of theoretical calculations are linear scaling methods, in

particular fragmentation. These are well suited for NMR cal-

culations as NMR is a local property and such algorithms pre-

serve the local environment in which nuclei reside. A vari-
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ety of such methods have already been applied to the cal-

culation of NMR shieldings, including the Isodesmic5 and

the Combined Fragmentation Methods (CFM),6 a density

matrix based algorithm referred to as GIAO-HF,7–11 Auto-

matic Fragment Quantum Mechanics/Molecular Mechanics

(AF-QM/MM),12–15 Adjustable Density Matrix Assembler

(ADMA)16–18 and the Fragment Molecular Orbital (FMO)

method.19,20

Of the energy-based fragmentation schemes, systematic

molecular fragmentation by annihilation (SMFA) provides an

accurate description of molecular energies in terms of the en-

ergies of relatively small molecular fragments. Small frag-

ment size is important if high levels of ab initio theory, such

as CCSD(T), are to be employed to calculate chemical shield-

ings in large molecules. The aim of this paper is to establish

the accuracy of SMFA for calculations of chemical shieldings.

SMFA is systematic in the sense that energies and other prop-

erties (including chemical shieldings) can be evaluated in a hi-

erarchy of ”Levels” which correspond to increasing fragment

sizes. Hence, the convergence of the accuracy of SMFA chem-

ical shieldings can be evaluated as a function of ”Level”, or

fragment size.

In addition, some of the aforementioned fragmentation al-

gorithms incorporate a long range ab initio non-bonded cor-

rection to improve the accuracy of the reported shielding. The

feasibility of replacing all or part of this additional ab initio
calculation with a perturbative long range correction is inves-

tigated.

The paper is set out as follows. Section 2 presents a brief de-

scription of the SMFA method as applied to chemical shield-

ings, and details including a description of the set of molecules

employed to test the accuracy of these calculations. Section 3

presents the results, which indicate the accuracy and reliability

of these calculations. The paper finishes with a brief discus-
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sion.

2 Method

2.1 Fragmentation

The chemical shielding tensor of a nucleus can be calculated

as:

σn
αβ =

∂ 2E
∂ μn

α ∂Bβ
(1)

where σαβ is a component of the shielding tensor ¯̄σ , E is the

energy of the molecule, μn
α is the component of magnetic mo-

ment of nucleus n in the α direction, and Bβ is the component

of the applied magnetic field in the β direction.

The chemical shielding can then be obtained by taking the

isotropic component of this tensor:

σn =
1

3
∑
α

σn
αα (2)

In this work, the molecular energy, and subsequently the

chemical shielding, are evaluated using the systematic molecu-
lar fragmentation by annihilation (SMFA) approximation. As

this approximation has been described in detail elsewhere [see

Refs. 21, 22 and references therein], only a brief outline will

be given here.

2.1.1 Bonded Interactions. The approach begins by con-

sidering a molecule as a set of functional groups connected by

single bonds. The algorithm allows the user to include hydro-

gen bonds as single bonds, or not. The molecule is then de-

composed into fragments by removing functional groups in an

automated sequence of steps that preserves the bonding envi-

ronment of each group to some extent. When groups are elim-

inated in the fragmentation procedure, the remaining groups

have unsatisfied valency. The normal valency of each atom

is restored by appending hydrogen atoms along the original

bond direction, as previously described.23 The method has a

systematic set of “Levels” which determine the proximity of

eliminated groups, so that with increasing Level, a more ex-

tensive bonding environment is retained. At Level 1, the in-

teraction of each group with its α substituents is included in

the fragments. At Level 2, all β substituent interactions are

included, and so on.

In this scheme, any general molecule can be decomposed

as:

M →
Nfrag

∑
i=1

ciFi (3)

where Fi are overlapping fragments, while ci are the integer

fragment coefficients. The energy of the molecule is then

given by:

Eb =

Nfrag

∑
i=1

ciE(Fi) (4)

Where the energy has been denoted Eb to indicate that only

nearby through bond interactions have been included. The

composition of the fragments in Eq. 3 are determined by the

bonding between groups. If hydrogen bonds are included as

single bonds, these fragments may contain groups connected

by hydrogen bonds.

2.1.2 Non-bonded Interactions. A better description of

the molecular energy can be obtained if non-bonded interac-

tions are included:

E = Eb +Enb (5)

The SMFA algorithm treats non-bonded interactions as fol-

lows: first the molecule is fragmented at two given Levels, de-

noted LX and LY. Each LX fragment is then checked against

each LY fragment to determine if their constituent groups have

appeared together at the original Level of fragmentation. To

avoid double counting, interactions that have already been ac-

counted for in Eq. 4 are screened out or modified, as described

previously.23 With this modification, the non-bonded energy

is written as:

Enb =
1

2

NfragX

∑
i=1

NfragY

∑
j=1

cic j(E(FiFj)−E(Fi)−E(Fj)) (6)

where the indices i and j run over all LX and LY fragments

respectively.

The allowed interaction pairs are divided into two cate-

gories: short and long range. Interactions that are deemed

short range are treated ab initio, while those that are consid-

ered long range are treated perturbatively. The cutoff between

long and short is controlled by a distance based parameter,

dtol . For each LX-LY pair the minimum ratio of the atom-

atom distance to Van der Waals radii (rV dW ), denoted dV dW , is

determined as:

dV dW = min
( ||�rm −�rn||

rVdWm + rVdWn

)
(7)

where the indices m and n run over all atoms in the LX and

LY fragments respectively. If this is less than the cutoff dtol ,

then the interaction is considered short range. Determination

of an optimum value for dtol is one of the goals of this work.

Another important parameter is the size of the interacted

fragments. Larger fragments should give more accurate inter-

actions, though at a significantly increased cost. In this work,

setting both LX and LY to Level 1 was found to be the best

compromise between accuracy and computational cost.

The interaction of pairs of fragments that are separated by

more than dtol also make a contribution to the total molecu-

lar energy, and hence a contribution to the chemical shielding

tensor, via Eq. 1. In applications of SMFA to the evaluation
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of molecular energies, these long range fragment-fragment in-

teractions are evaluated using perturbation theory.24 Here the

contributions of these long range interactions to the chemical

shielding tensors of the fragment nuclei can be directly eval-

uated using perturbation theory. These perturbative contribu-

tions are commonly denoted as “McConnell corrections”.25

Each fragment, Fj, has a magnetic susceptibility tensor, ¯̄χ j.

An external magnetic field induces a magnetic field propor-

tional to ¯̄χ j, which in turn produces a correction to the chem-

ical shielding tensor in atom n in fragment i. If fragments j
and i are well separated, the McConnell correction (δ ¯̄σn) is:

δ ¯̄σn =
¯̄χ j

r3
n j

−
¯̄χ j ·�rn j ·�rT

n j

r5
n j

(8)

where �rn j is the vector connecting atom n (in fragment i)
with fragment j. There is some arbitrariness in the choice

of origin for fragment j. For this work we have proceeded

as recommended in Ref. 25 and chosen the centre of nuclear

charge of fragment j to be the origin for the purposes of this

equation.

Adding the McConnell correction to the terms already de-

scribed gives a total equation for the shielding of nucleus n:

σn =
nFrag

∑
i=1

ciσn(Fi)

+
nFragX

∑
i=1

nFragY

∑
j=1;

dV dW<dtol

cic j(σn(FiFj)−σn(Fi)) (9)

+
nFragX

∑
i=1

nFragY

∑
j=1;

dV dW>dtol

tr
( ¯̄χ j

r3
n j

−
¯̄χ j ·�rn j ·�rT

n j

r5
n j

)

where nucleus n is in fragment i but not fragment j, and tr
denotes the trace of the tensor.

2.1.3 Embedded Charges. It has been demonstrated for

a number of fragmentation methods20,26–29 that the ab initio
energies in Eq. 4 and Eq. 6 provide more accurate estimates

of the total molecular energy when evaluated in the presence

of embedded charges that represent the charge distribution in

the remainder of the molecule. We have verified that sim-

ilarly significant improvement in the accuracy of calculated

chemical shielding tensors is obtained by using such embed-

ded charges. The embedded charges used in this work have

been evaluated using the method of earlier work30 with some

modifications. The electron density of fragments for Level =

0 (rather than higher values of Level, as in earlier work) was

evaluated and represented by distributed multipoles on each

atom, using Stone’s method.31 Charges on capping hydrogen

atoms were assigned to the heavy atoms to which they are

bonded. Multipoles up to second order were employed. The

efficacy of using natural population analysis charges32,33 was

also explored, but found to produce less accurate shieldings.

2.2 Molecules Chosen

Calculations were performed on a collection of 15 moderate

sized organic molecules with a variety of structures. The test

set includes α-helix and β -sheet like peptides as well as lipids,

phospholipids, and sugars. These molecules contain between

47 and 110 atoms, with an average of 79 atoms per molecule.

Amongst these there are 616 hydrogens, 368 carbons, 57 ni-

trogens and 131 oxygens. Four of these molecules contain for-

mal charges: two molecules are zwitterions with two charged

sites each (+1 and -1), one is a zwitterion with four charged

sites (+1, -1, +1, -1) and one molecule is a dication with two

charged sites (+1, +1).

Coordinates for all molecules can be found in the Support-

ing Information. The coordinates of 12 of these molecules

were obtained from the Cambridge Structural Database,34 and

have not been modified. The coordinates of three molecules

(denoted GelA, GelB and glycine in the Supporting Informa-

tion) were obtained from Ref. 35 as structures optimised at

the HF/6-31G(d) level of theory. Pictorial representations of

the structures of all 15 molecules are also contained in the

Supporting Information. To assess the error associated with

the fragmentation approximation, the shieldings calculated at

each Level of fragmentation were compared with those calcu-

lated for the full molecule at the same level of theory. Mean

absolute deviations from the full molecule shieldings are eval-

uated over all nuclei of a given type across the 15 molecules

in the test set.

2.3 Computational Details

All calculations were performed using the Gaussian09 pro-

gram package.36 GIAO was used to ensure gauge invariance.

Background multipoles were calculated up to second order us-

ing GDMA2.31 Calculations for all systems were performed

ab initio and in vacuo at HF with the 6-31++G(d,p) basis set.

It should be noted that this level of theory and basis set is

not recommended for practical calculations. The accurate re-

production of experimental results would likely require cal-

culations of at least MP2 quality with a quadruple zeta basis

set.1,4,37 However, the full molecule calculations required to

gauge the accuracy of SMFA are not feasible at such a high

level of ab initio theory. Nonetheless, it is useful to investi-

gate the accuracy of SMFA chemical shieldings for different

basis sets and levels of theory.

To this end, additional calculations were performed at

B3LYP/6-31++G(d,p), MP2/6-31G, HF/6-31G and HF/6-

311++G(d,p) on 3 molecules from the test set: BAVCAC,

ZEVHIR and GelB. These molecules were chosen as they are
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Fig. 1 Mean absolute deviations from full molecule calculations as

a function of dtol for hydrogens at Level 4. a) Without and b) with

hydrogen bonding.

broadly representative of the molecules in this test set, while

still being small enough for calculations to be feasible at the

more expensive model chemistries. All shieldings are reported

in parts per million(ppm).

3 Results

It should be noted that the accuracy required for reported

shieldings depends upon the type of nuclei under consider-

ation. While hydrogen shieldings typically appear within a

range of approximately 10 ppm, carbon shieldings can dif-

fer by up to 200 ppm, and heavier nuclei, such as nitrogen

and oxygen, can vary on even larger scales. Consequently,

an accuracy of 0.1 ppm for hydrogens and 1.0 ppm for car-

bons and nitrogens is considered satisfactory for the purpose

of this study, as this represents 1%, or less, of the total shield-

ing scale.

Table 1 Mean absolute deviations of the shielding constants from

full molecule values are shown for hydrogen atoms, with and

without the McConnell correction. Results are for dtol = 0.0 and

hydrogen bonding included.

Level 2 3 4 5 6

McConnell 0.177 0.079 0.046 0.033 0.021

No McConnell 0.192 0.096 0.064 0.049 0.032

3.1 Interaction Radii Cutoff

The impact of including through space interactions at vary-

ing cutoff radii is illustrated graphically in Fig. 1. Results are

only displayed for hydrogens since the heavier nuclei exhibit

similar trends. It is immediately evident from Fig. 1 that the

inclusion of through space interactions only reduces the mean

deviations if hydrogen bonding was not included in the orig-

inal fragment calculations. This suggests that the improved

errors at higher values of dtol in Fig. 1a are dominated by an

improved description of σ for atoms that are involved in hy-

drogen bonding. Inspection of shieldings for individual nuclei

confirms that for hydrogens, nitrogens and oxygens, all sig-

nificant improvements in the predicted shielding occurred for

atoms involved in hydrogen bonding. For carbons this was not

the case, and there was no clear pattern to the improvement of

errors upon inclusion of hydrogen bonding.

Furthermore, atoms involved in hydrogen bonding display

lower errors when hydrogen bonding is included in the frag-

ment calculations than when it is treated through the non-

bonded correction. This is to be expected since treating hy-

drogen bonds in a similar fashion to single bonds ensures that

some fragments in Eq. 3 contain hydrogen bonds with alpha,

beta, gamma, etc. substituent groups, providing a more exten-

sive description of the chemical environment of these bonds

than would be the case if such interactions were included via

Eq. 6.

Overall, this suggests that the inclusion of background

charges and the McConnell correction is adequate for all non-

bonded interactions except hydrogen bonds. Furthermore,

treating hydrogen bonding at the original Level of fragmen-

tation appears to be more effective, with Mean Absolute De-

viations (MADs) lower at dtol = 0 in Fig. 1b than at any value

of dtol in Fig. 1a. It should be noted, however, that this can

be partially ascribed to the larger average fragment size when

hydrogen bonding is included. Based on this, we conclude

that the best practice is to perform calculations without L1-

L1 ab initio interactions (that is, dtol = 0), and with hydrogen

bonding treated in the base fragmentation calculation. Setting

dtol = 0 (the recommended value) means that all non-bonded

contributions in Eq. 9 are evaluated using the McConnell cor-

rection.

The utility of the McConnell correction is illustrated in Ta-
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Fig. 2 a) Mean absolute and b) Maximum absolute deviations from

full molecule calculations. dtol = 0.0 and hydrogen bonding is

included in calculations.

ble 1, from which it can be seen that its inclusion reduces

MADs for hydrogens by approximately 0.015 ppm at all Lev-

els of fragmentation except Level 6. The magnitude of the

correction is similar for heavier atoms, though owing to the

larger shielding scales for these nuclei, such a result is less

significant. As the calculations necessary for performing the

McConnell correction are considerably cheaper than those as-

sociated with the first term in Eq. 9, it is worth including in all

calculations for which hydrogen shieldings are of interest.

3.2 Convergence with Level of Theory

The convergence of shieldings with respect to Level of frag-

mentation is displayed for hydrogens, carbons, nitrogens and

oxygens in Fig. 2. For all types of nuclei, the MADs converge

approximately exponentially. However, this is not the case for

the maximum deviations. This demonstrates that convergence

towards the full molecule results does not occur at the same

rate, and is not necessarily monotonic, for all atoms.

A consequence of this is that a small difference between

shieldings for a specific nucleus at two given Levels of frag-

Table 2 Mean absolute deviations of the shielding constants from

full molecule values are shown for the hydrogen atoms in BAVCAC,

ZEVHIR and GelB, using various model chemistries.

Model Chemistry Hydrogen MAD

HF/6-31G 0.042

HF/6-31++G(d,p) 0.038

HF/6-311++G(d,p) 0.036

B3LYP/6-31++G(d,p) 0.098

MP2/6-31G 0.043

mentation suggests, but does not guarantee, that either Level

is a good approximation to the full molecule result. This fur-

ther suggests that extrapolation of σ with respect to Level of

fragmentation will not guarantee reliable approximations to

the full molecule shieldings.

Regardless, MADs for all types of nuclei are within the de-

sired level of accuracy by the time Level 4 fragmentation is

reached, suggesting that this is a reliable Level for practical

calculations.

It should also be noted that, from an assignment perspec-

tive, the ordering of nuclei with respect to each other is more

important than the mean error. The extent to which this will

be correctly reproduced can be assessed from the scatter plots,

presented in Fig. 3. Inspecting these scatter plots it is evident

that the most satisfactory results, in terms of relative order-

ing, are for carbons, for which the results form a near perfect

straight line. Results are slightly less satisfactory for nitrogens

and oxygens, though the correct order appears to be preserved.

The only nuclei for which it is clear that misassignments may

be made at this Level of fragmentation is hydrogens, for which

the ordering is incorrect in a small number of cases.

3.3 Level of Theory and Basis Set Dependence

MADs for hydrogen shielding constants are displayed for the

various level of theory and basis set combinations in Table 2.

The shielding constants for other nuclei exhibit similar trends

and are hence not shown. The first three entries in Table 2

demonstrate that the accuracy of SMFA is largely uninflu-

enced by changes in the basis set. Likewise, the accuracy of

SMFA at MP2 differs negligibly from that at HF. For B3LYP,

the MAD is more than double the corresponding value at HF,

suggesting that, for this small sample set, SMFA is less ac-

curate for DFT calculations of NMR shieldings. However,

the MAD is below 0.1 ppm, so that SMFA still represents a

reasonable approximation for the shieldings calculated with

B3LYP.
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Fig. 3 Shieldings calculated at Level 4 with dtol = 0 and hydrogen bonding included, are plotted against full molecule shieldings for all a)

hydrogens, b) carbons, c) nitrogens, and d) oxygens in the test set of 15 molecules.
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Table 3 The total CPU time (in hours) at MP2/6-31G is shown for

BAVCAC, ZEVHIR and GelB, for the whole molecule calculation

and SMFA Levels 3 and 4.

Molecule
Full Molecule

CPU Time

Level 3

CPU Time

Level 4

CPU Time

BAVCAC 9.31 0.32 0.79

ZEVHIR 151.25 27.03 66.45

GelB 324.12 0.61 1.28

Table 4 The effective wall time (in hours) at MP2/6-31G is shown

for BAVCAC, ZEVHIR and GelB, for the whole molecule

calculation and SMFA Levels 3 and 4. The maximum possible eight

processors were used for each individual ab initio calculation. For

SMFA calculations, the wall time is that for the largest fragment

calculation.

Molecule
Full Molecule

Wall Time

Level 3

Wall Time

Level 4

Wall Time

BAVCAC 1.164 0.005 0.019

ZEVHIR 18.906 0.689 2.063

GelB 40.515 0.016 0.025

3.4 Computational Cost

The CPU times for the full molecule and SMFA Level 4 cal-

culations at HF/6-31++G(d,p) are displayed in Table S16 of

the Supporting Information for the 15 molecules in the test

set. The corresponding results for SMFA Levels 3 and 4, at

MP2/6-31G, are presented in Table 3 for BAVCAC, ZEVHIR

and GelB. Table S16 shows that, for a number of molecules,

the HF/6-31++G(d,p) Level 4 calculation proved more com-

putationally expensive than the full molecule calculation. The

large variation observed for SMFA CPU times in Table S16 is

due primarily to structural differences between the molecules

in the test set, rather than to system size. In particular, the

most expensive calculations are for molecules that produce the

largest fragments. These are typically peptides with extensive

hydrogen bonding, since amides are treated as a single group

in SMFA and hydrogen bonding results in small ring struc-

tures. The large variation in CPU times can also be clearly

seen in Table 3 for MP2/6-31G, where Level 4 calculations for

ZEVHIR are more expensive than those for GelB by a factor

of 50. This is despite GelB having 102 atoms while ZEVHIR

has only 79, and is due to the two molecules producing frag-

ments with an average of 16.71 and 38.53 atoms respectively.

Nonetheless, the computational advantage of using frag-

mentation becomes more significant with larger systems or

higher levels of theory. The latter point is again evident in Ta-

ble 3, with even the most expensive SMFA calculation proving

2.5 times faster than its full molecule counterpart. One addi-

tional advantage of using SMFA is that an increase in system

size will increase the number of calculations, but will not in-

crease the size of the individual fragment calculations, thereby

keeping the largest system calculations within the realm of

feasibility. In addition, SMFA is readily amenable to parral-

lelization, since the calculations for each fragment are inde-

pendent. As a consequence, each fragment calculation can be

run on separate CPUs, and the effective wall time is simply

the CPU time of the largest fragment calculation. For the full

molecule, the Gaussian09 calculation is only partly parrallel,

and limited to eight processors. The wall times for the full

molecule and SMFA calculations are displayed in Table 4.

4 Conclusions

SMFA has been shown here to reproduce whole molecule val-

ues of NMR shielding constants for H, C, N, and O atoms

with MADs of 0.046, 0.26, 0.24 and 1.04 ppm, respectively,

at Level 4. This is comparable to previously reported ab initio
shielding constants obtained via fragmentation.6,12,13,16 Due

mostly to the different ways that fragments are defined in dif-

ferent algorithms, SMFA generally produces the smallest frag-

ments of all algorithms. The ability to produce comparable

accuracy using smaller fragments is likely due to two factors;

the inclusion of hydrogen bonding in the primary molecular

fragmentation, and the use of the McConnell correction to de-

scribe all non-bonded effects. In addition to reducing the size

of the fragments required for the determination of accurate

shieldings, SMFA provides accurate calculations without ab
initio through space corrections. It should be noted, however,

that the errors introduced by the fragmentation approximation

are within acceptable limits for all algorithms.

Several obstacles must be overcome before the ab initio cal-

culation of chemical shieldings for large molecules in solution

can accurately reproduce experimental results. As demon-

strated herein and elsewhere,6–20 energy-based fragmentation

reduces the size of the fragments/molecules for which calcula-

tions are necessary, without undue loss of accuracy. Recently,

the use of locally dense basis sets has been shown to further

reduce the computational task substantially, even for the rel-

atively small molecular fragments produced by SMFA.38–40

Further computational savings will be necessary if the most

reliable ab initio methods are to be employed. In addition, re-

producing experimental shieldings would require corrections

due to the solvent and counter-ions present in solution, con-

formational/torsional motion, and high frequency vibrations at

equilibrium geometries, though some work has already been

done in these areas.12–18
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