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Solvation Dynamics and Energetics of Intramolecular 

Hydride Transfer Reactions in Biomass Conversion 

Samir H. Mushrif,a* Jithin J. Varghese,a† Chethana B. Krishnamurthya†  

Hydride transfer changes the charge structure of the reactant and thus, may induce 

reorientation/reorganization of solvent molecules. This solvent reorganization may in turn alter 

the energetics of the reaction. In the present work, we investigate the intramolecular hydride 

transfer by taking Lewis acid catalyzed glucose to fructose isomerization as an example. The 

C2–C1 hydride transfer is the rate limiting step in this reaction. Water and methanol are used as 

solvents and hydride transfer is simulated in the presence of explicit solvent molecules, treated 

quantum mechanically and at a finite temperature, using Car–Parrinello molecular dynamics 

(CPMD) and metadynamics. Activation free energy barrier for hydride transfer in methanol is 

found to be 50 kJ/mol higher than that in water. On the contrary, in density functional theory 

calculations, using implicit solvent environment, the barriers are almost identical. Analysis of 

solvent dynamics and electronic polarization along the molecular dynamics trajectory and the 

results of CPMD–metadynamics simulation of the hydride transfer process in the absence of 

any solvent suggest that higher barrier in methanol is a result of non–equilibrium solvation. 

Methanol undergoes electronic polarization during the hydride transfer step; however, its 

molecular orientational relaxation is a much slower process that takes place after the hydride 

transfer, over an extended timescale, resulting in non–equilibrium solvation. Water, on the 

other hand, does not undergo significant electronic polarization and thus, has to undergo 

minimal reorientation to provide near equilibrium solvation to the transition state and an 

improved equilibrium solvation to the post hydride shift product state. Hence, the hydride 

transfer step is also observed to be exergonic in water and endergonic in methanol. The 

aforementioned explanation is juxtaposed to enzyme catalyzed charge transfer reactions, where 

the enhanced solvation of the transition and product states by enzymes, due to electrostatic 

interactions, reduces the activation free energy barrier and the free energy change of the 

reaction. Similarly, we suggest that, in the intramolecular hydride shift, improved solvation of 

the transition state and of the product state by water is achieved due to minimal polarization 

and reorientation, and (near) equilibrium solvation.     

 

Introduction  

Intramolecular hydride transfer is a commonly observed, and 
usually the rate limiting step in some of the key Lewis and 
Brønsted acid catalyzed biomass reactions, like isomerization 
and dehydration, respectively.1-9 Since cellulosic biomass and 
its sugar derivatives are solid species, these reactions are 
performed in a solvent medium. Though water is the most 
preferred solvent, experimental studies have shown that the 
addition of a co–solvent to water or replacing water with an 
alternate solvent can significantly alter conversions and 
selectivities in these reactions.10-15 It is believed that solvents 
can play dual role in biomass reactions. (i) A solvent can either 
preferentially solvate an “active” functional group of a biomass 
molecule or its derivative and protect it from taking part into 
the reaction, thus precluding a particular reaction pathway. For 
example, in the dehydration reaction of fructose to 5–

hydroxymethyl furfural (HMF), it has been shown that an 
aprotic solvent like dimethyl sulfoxide (DMSO) preferentially 
solvates the carbonyl (−C=O) group of HMF. This specific 
arrangement of DMSO around HMF is likely to protect HMF 
from getting rehydrated to levulinic and formic acids and from 
forming condensation products like humins, thus leading to an 
increased yield of HMF.16-19 (ii) On the other hand, solvent can 
also directly participate in the reaction. For example, theoretical 
investigations have shown that water could be responsible to 
mediate proton transfers in biomass reactions;20 in basic pH 
conditions, hydroxide ions in water can provide oxygen for 
catalytic oxidation reactions;21 a hydrogen bonded water 
molecule can act as a catalyst in the isomerization reaction.22 
Kinetic experiments have also suggested that activation energy 
barriers for glucose dehydration and condensation reactions 
change systematically with changing solvent composition.23, 24 
Additionally, sugars can introduce acidity in the solvent and it 
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is believed that this effect is also dependant on the solvent 
environment.25 
 Solvent dynamics can also play a major role in altering the 
kinetics of sugars isomerization and dehydration reactions, 
since they involve charge transfer steps like hydride transfer.4, 

20, 26 Charge transfer within the reactant (sugar) changes the 
electronic and orientational dipole of the reactant and thus, the 
solvent needs to reorganize itself accordingly. Though there are 
multiple theoretical investigations which have observed the 
effect of solvent environment on activation barriers for hydride 
transfer and charge transfer reactions, in general,  in biomass 
molecules,6, 23, 27 very few made an attempt to address the 
importance of solvent dynamics.4, 5, 9, 20 Caratzoulas et al.4, 
investigated the dehydration of fructose to HMF in a condensed 
phase environment in which they treated solvent water 
molecules explicitly using molecular mechanics. They observed 
that intramolecular hydride transfer is the rate limiting step in 
the mechanism and that the electrostatic component of the 
internal energy of the solvent contributes most to the activation 
free energy barrier associated with it. Based on this 
observation, they suggested that solvent reorientation could be 
responsible for the high barrier for hydride transfer. Later, the 
same group also developed a microkinetic model5 for the 
reaction and demonstrated that experimental reaction kinetics 
can only be predicted accurately if Marcus theory rate constants 
are used for the rate limiting hydride transfer step.  
 Another factor that could play a role in altering the 
energetics of hydride transfer is the non–equilibrium solvation. 
Non–equilibrium solvation occurs when the electronic degrees 
of freedom of the solvent are able to align themselves almost 
instantly with the change in the charge distribution of the 
solute, but the orientational degrees of freedom (for ex. 
rotational) remain equilibrated with the original charge 
distribution, since their relaxation timescales are significantly 
longer. To the best of our knowledge, there are no reports 
investigating the effect of solvent dynamics and non–
equilibrium solvation on intramolecular hydride transfer (or 
charge transfer, in general) step in biomass reactions, where 
solvent molecules are either treated quantum mechanically or 
are modeled using an appropriate polarizable force−field that 
can capture the polarization response of the solvent. Hence, it 
has not yet been possible to estimate or to comment on the 
contribution of the solvent reorganization energy to the 
activation energy barrier for such reactions.  
 The present paper attempts to investigate solvation 
dynamics and non–equilibrium solvation effect on the 
intramolecular hydride transfer reaction in sugar molecules, 
taking the C2 to C1 hydride transfer in a Lewis acid catalyzed 
glucose to fructose isomerization reaction as an example. Ab 

initio molecular dynamics calculations are performed, where 
the entire reaction system, including the solvent molecules, is 
treated quantum mechanically. Details of the simulation system 
and computational methods are given in the next section. The 
hydride transfer step is studied in two solvents with different 
polarizabilities and polarities, i.e., water and methanol. The 
results elucidating the effect of the solvent environment on the 
energetics of the hydride transfer step and the analysis of the 
simulation data suggesting a possible role of solvent dynamics 
and non–equilibrium solvation are discussed in the results and 
discussion section. We conclude our findings at the end.  

Simulation System and Computational Methods 

Simulation system  

Since the present paper only focuses on the hydride transfer 

step, the entire isomerization reaction mechanism, which is well 

accepted in the literature,1, 3, 8 was not simulated. The partially 

hydrolyzed Sn–defect site, where Sn is tetrahedrally attached to 

3 oxygens of the zeolite framework and with an −OH group,2, 

28-33 was taken as the catalyst. The first step in the isomerization 

reaction is the coordination of glucose to the Sn–metal center 

and the formation of an octahedral complex, where Sn is also 

coordinated with C1 carbonyl and C2 hydroxyl groups of 

glucose (cf Fig. 1a). Before the hydride transfer, glucose gets 

deprotonated at the C2–OH group and the Sn–OH defect site 

accepts that proton, leading to the formation of an incipient 

water molecule that remains coordinated to Sn. Sn forms a 

covalent bond with C2 oxygen; C2–O–Sn. This particular 

structure of deprotonated glucose molecule, attached to Sn 

defect site was taken as the starting structure to simulate the 

C2–C1 hydride transfer step (cf Fig. 1b). The size of the 

simulation cell was 18×14.5×16 Å3. After the reactant and 

catalyst system was placed in the simulation cell, remaining 

space was completely filled with either water or methanol 

molecules. 

 

 
Figure 1: (a) Glucose coordinated with Sn–beta cluster model, representing the 

active catalyst site, via C1 carbonyl and C2 hydroxyl groups. Sn is octahedrally 

coordinated with 6 oxygen atoms. (b) Deprotonated glucose attached to Sn via 

C2 oxygen. The proton from the C2 hydroxyl group of glucose is taken by the −OH 

group attached to Sn to form a water molecule. This is the representation of the 

simulation cell. Black spheres represent solvent molecules in the simulation cell. 

(c) C2 – C1 Hydride transfer and the definition of collective variables CV1 and CV2, 

implemented in metadynamics. Atoms that form the collective variables are 

shown in red.  

Ab initio molecular dynamics 

Ab initio molecular dynamics (MD) simulations were 
performed using the CPMD package, version 3.15.1.34 The 
CPMD package implements the Car–Parrinello scheme35 for ab 

initio MD. The first–principles calculations were performed 
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using the planewave–pseudopotential implementation of Kohn–
Sham density functional theory.36 The Goedecker 
pseudopotential33, 37 with local density approximation36 was 
used. Only the Γ-point was used for integration over the 
Brillouin zone in the reciprocal space. An energy cut-off of 150 
Ryd (2040.85 eV) proved sufficient to achieve energy 
convergence. Nosé-Hoover chain thermostat was used for 
controlling ionic and electronic temperatures. The frequency for 
the ionic thermostat was set to 1800 cm-1 (characteristic of a C–
C bond vibration frequency) and for the electron thermostat to 
10000 cm-1. The fictitious electron mass parameter in CPMD 
was set to 1000 a.u. Short MD runs were performed without the 
thermostat to obtain an approximate value around which the 
electronic kinetic energy oscillates, and based on this 
observation, a value was chosen for subsequent simulations. 
The MD time step used in the simulation was 0.0964 fs. 
Geometry optimization was performed on the system before the 
MD run. Energies, including the fictitious electronic kinetic 
energy, were monitored to ascertain that the system did not 
deviate from the Born–Oppenheimer surface during the MD 
simulation. MD trajectories were visualized using the VMD 
software.38     
 CPMD simulations are computationally expensive and 
hence it is not feasible to run a simulation for experimental 
reaction timescales. The metadynamics technique39-41 was thus 
implemented in conjunction with CPMD to accelerate the 
dynamics. It allows the construction of multidimensional free 
energy surfaces along selected reaction coordinates. This 
technique, as described by Laio and Gervasio,40 is based on 
“filling up” the free energy surface by dropping potentials at 
small time intervals in the coordinate space of interest. The 
flattening of the free energy surface thus helps the system 
overcome activation energy barriers. The details of how 
metadynamics is implemented by extending the Car–Parrinello 
Lagrangian in CPMD can be found in the literature.39 The 
implemented metadynamics collective variables (CV) to 
simulate the hydride transfer are defined in Fig. 1c. One 
hydrogen is bonded to each C1 and C2 before the hydride 
transfer and hence, CV1 ≈ CV2 ≈ 0.9. However, after the 
hydride transfer, CV1 is ≈ 1.8 and CV2 is ≈ 0.1 (cf Fig. 1c). 
Parameters in metadynamics were not optimized for the system 
studied in this paper, but general guidelines provided in the 
literature42, 43 were followed. The height of the metadynamics 
potential was kept fixed at 1.25 kJ. Analogous to the original 
Car–Parrinello scheme, the dynamics of the collective variables 
were separated from the ionic and fictitious electronic motion 
by choosing an appropriate value for the fictitious mass of the 
collective variables. The temperature of the collective variables 
is set to 350 K (same as the physical temperature of the system) 
and was controlled in a window of ± 200 K using velocity 
rescaling.   

Quantum mechanical calculations without finite temperature 

dynamics and without explicit solvent molecules   

Quantum mechanical calculations were performed using 
density functional theory (DFT), with the B3LYP functional. 
All the calculations were performed using Gaussian-09 suite.44  
The Lewis acid Sn center was treated using LANL2DZ 
effective core potential basis and 6-311++g(d) basis set was 
used for C, H, O and Si atoms. The theory (DFT with B3LYP) 
and basis sets implemented in our calculations have already 
been benchmarked against higher level quantum mechanical 
methods like MP2 and G4 and have shown to be sufficiently 
accurate to describe the energetics of the reaction.1, 45-48 To 

account for the effect of solvent environment, calculations were 
performed in water dielectric and methanol dielectric media 
(SCRF; solvent=methanol/water, CPCM solvation model). Full 
geometry optimizations were performed for all the investigated 
structures. The hydride transfer transition state was confirmed 
to be a first-order saddle point by frequency calculations and an 
Intrinsic Reaction Coordinate calculation was also performed at 
the transition state. The simulation system was identical to that 
shown in Fig. 1b, except the presence of explicit solvent 
molecules.  

Results and Discussion  

Energetics of hydride transfer  

 

 

Figure 2: Metadynamics calculated free energy landscape for the hydride 

transfer from C2 to C1 in the presence of explicit, quantum mechanically treated 

(a) methanol and (b) water molecules. Structures corresponding to two minima 

in the free energy surface are shown. Only the metal center of the catalyst is 

shown for clarity purpose. The free energy barrier in the reaction step is shown 

below the arrow and free energies of the system before and after the hydride 

transfer are shown in parentheses. Refer to Fig. 1c for the definition of collective 

variables CV1 and CV2. 

The CPMD–metadynamics computed free energy surfaces for 

the hydride transfer step, as a function of collective variables 

defined in Fig. 1c, in methanol and water, are shown in Fig. 2a 

and Fig. 2b, respectively. The free energy barrier for hydride 

transfer in methanol is 142 KJ/mol; whereas, it is 92 KJ/mol in 

water. It has to be noted that the apparent activation energy 

(enthalpy) barrier calculated experimentally for Sn–beta 

catalyzed isomerization in water, with hydride transfer as the 
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rate limiting step, is 93±15 KJ/mol.15 However, no conversion 

of glucose to fructose in methanol was detected in the 

experiments. Additionally, it was also shown that SnO2 

particles, located externally on the zeolite, that catalyze the 

isomerization in methanol, do so via base catalyzed proton 

transfer, instead of hydride transfer.15 These experimental 

results are in agreement with our computed free energy barriers, 

suggesting significantly higher activation energy barrier for the 

intramolecular hydride transfer in methanol than in water. 

Additionally, the free energy change associated with the 

hydride transfer in water (∆Gwater = −68 KJ/mol) is significantly 

lower than in methanol (∆Gmethanol = +51 KJ/mol).   

Based on the knowledge in the existing literature, the reduction 

in the free energy barrier and in ∆G, in the case of water, could 

have been attributed to the following factors:  

(i) Water as a catalyst: Li et al.22 have shown that water 

molecule, if hydrogen bonded to the C1 oxygen, can have 

synergistic effect of stabilizing the transition state (and possibly 

the product) since C1 oxygen develops a higher negative charge 

during the hydride transfer step.22, 45 However, a careful 

analysis of the CPMD–metadynamics trajectory did not reveal 

any water in the immediate vicinity of the C1 oxygen that could 

provide this effect in the present work. To further confirm this, 

the hydride transfer step was also simulated, with CPMD–

metadynamics, in the absence of any solvent, in vacuum. For 

this calculation, the size of the simulation cell was adjusted to 

keep more than 3 Å space between the outermost atom and the 

border of the simulation cell to avoid any artefacts. The free 

energy surface for hydride transfer in vacuum is shown in Fig. 

3. As can be seen, the free energy barrier for hydride transfer in 

vacuum is slightly lower than that in water, i.e. 82 KJ/mol. The 

free energy change, ∆Gvac, is only −10.6 KJ/mol. Hence, in the 

present work, the possibility of water having a catalytic effect, 

via hydrogen bonding with the C1 oxygen, can be ruled out.  

 
Figure 3: Metadynamics calculated free energy landscape for the hydride 

transfer from C2 to C1 in the absence of any solvent environment. Structures 

corresponding to two minima in the free energy surface are shown. Only the 

metal center of the catalyst is shown for clarity purpose. The free energy barrier 

in the reaction step is shown below the arrow and free energies of the system 

before and after the hydride transfer are shown in parentheses. Refer to Fig. 1c 

for the definition of collective variables CV1 and CV2. 

(ii) Implicit Solvent environment: Water and methanol are polar 

solvents and water is more polar than methanol. This possibly 

gives rise to different implicit solvation environments for the 

reacting system in water and methanol. Hence, we simulated 

the hydride transfer step using DFT, in Gaussian–09, without 

finite temperature dynamics and using an implicit solvation 

model. The activation free energy barriers for hydride transfer 

in implicit water and methanol at 350 K (same temperature as 

that of CPMD–metadynamics calculations) are shown in Fig. 4. 

The free energy barrier computed in water (78.1 KJ/mol) is in 

good agreement with the previous computational literature.1, 45 

However, the free energy barrier and ∆G in methanol are 

almost the same as in water. In both the cases, the hydride 

transfer step is slightly exergonic. The comparison of the 

energetics of hydride transfer in implicit solvent (cf Fig. 4) and 

in explicitly treated solvent molecules, with finite temperature 

dynamics (cf Fig. 2), clearly suggest the role of solvent 

dynamics/reorientation/reorganization and/or solvent 

polarization and/or non–equilibrium solvation in the reaction.  

 
Figure 4: DFT calculated free energy barriers for hydride transfer from C2 to C1 in 

implicit solvation model and without finite temperature dynamics, as calculated 

using Gaussian-09.
44

 Structures corresponding to the reactant and product are 

shown. Only the metal center of the catalyst is shown for clarity purpose. 

Product and transition state (TS) free energies are relative to that of the 

reactant.   

Non–equilibrium solvation and solvent dynamics  

Since methanol (polarizability = 3.29 Å3) is more polarizable 

than water (polarizability = 1.45 Å3)49 and it’s relaxation 

dynamics are slower than that of water,50, 51 we provide the 

following explanation for the observed higher free energy 

barrier and endergonicity for hydride transfer in methanol, 

when solvent molecules are treated explicitly with finite 

temperature dynamics:  

 Out of multiple possible pathways,52 the Sn–beta catalyzed 

intramolecular hydride transfer is suggested to be a concerted 

transfer of a neutral hydrogen from C2 to C1 and an electron 

transfer from C2 oxygen to C1 oxygen.45 The charge transfer 

(and charge redistribution) within glucose would result in 

changing the electronic and orientational dipoles of the reacting 

system and this would polarize the solvent molecules. 
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However, since, methanol is more polarizable than water, the 

electron cloud of methanol gets more deformed than that of 

water, resulting in non–equilibrium solvation. The more 

pronounced electronic reorganization and non−equilibrium 

solvation of the transition state give rise to a higher free energy 

barrier for the reaction in methanol. Though the electronic 

polarization of methanol changes almost instantly during the 

hydride transfer, the nuclear orientational 

polarization/reorganization is a much slower process. Methanol 

molecules need to undergo higher degree of molecular 

reorientation than that of water molecules since their electronic 

cloud is more polarized. Hence, the free energy of the product 

state (after hydride transfer) in methanol is higher than that of 

the reactant state, as methanol needs to undergo significant 

orientational reorganization and that too over a larger timescale. 

Water, on the other hand, undergoes lesser electronic 

polarization and organizes itself relatively quickly to provide 

near equilibrium solvation to the transition state and an 

enhanced equilibrium solvation to the product state, after the 

hydride transfer.  

We present the following results to support and validate this 

explanation:   

 
Figure 5: Variation of the electronic contribution of the dipole moment of the 

reactant and catalyst system during the hydride transfer step, as calculated 

during the CPMD–metadynamics simulation. The C2–H2 bond distance trajectory 

is also shown as a dotted line.  

(i) The free energy barrier in vacuum, as shown in Fig. 3, is 60 

KJ/mol lower than that in methanol and 10 KJ/mol lower than 

that in water. Since, there are no solvent molecules present in 

this simulation, the question of polarization/electronic 

reorganization of the solvent and of non–equilibrium solvation 

does not arise and hence the free energy barrier for the hydride 

transfer step is the lowest. Additionally, the free energies of the 

reactant and of the product states are not very different, since 

no reorientation or solvation effect is present either. The small 

difference in the free energy barriers in vacuum and in water 

also suggests that water molecules are getting polarized to a 

very small extent. This also implies that water molecules may 

have to reorient themselves only slightly after the hydride 

transfer.  

 

 

Figure 6: Variation in the orientation of the solvent dipole vector with respect to 

z−axis (or the angle that the solvent dipole vector makes with the z−axis of the 

simulation cell) during the hydride transfer step in the CPMD–metadynamics 

trajectory. (a) Methanol as the solvent, and (b) Water as the solvent. The C1–H2 

bond distance along the trajectory is also shown as a dotted line.  

(ii) Figure 5 shows the time evolution of the C2−H2 bond 

(dotted line) as the system (reactant glucose and the catalyst) 

undergoes hydride transfer. At the CPMD timestep of around 

10,000, the C2−H2 separation increases from about 1.2 Å to 

about 2.1 Å, indicating the hydride transfer. The grey line in 

Fig. 5 shows the electronic contribution to the dipole moment 

of the reacting system in the course of this transition; as 

calculated using optimally localized Wannier functions,53-55 as 

implemented in the CPMD code. Owing to the high 

computational cost that such a calculation entails, only the part 

of the trajectory from shortly before to shortly after the 

observed hydride transfer is shown. It can be seen in Fig. 5 that 

the hydride transfer is accompanied by a simultaneous change 

in the electronic polarization of the reactant and the catalyst 

system, and that this change in the polarization of the reacting 

system will change the electronic polarization of a solvent (to 
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different extents though) instantly, so as to keep it aligned with 

that of the reactant and the catalyst.  

(iii) To analyze the (nuclear/molecular) orientational 

reorganization of solvent molecules during and after the 

hydride transfer step, we computed the orientational dipole of 

water and methanol molecules in the simulation system (by 

assigning partial charges to atoms in water and methanol 

molecules in the CPMD computed trajectory), along the 

CPMD–metadynamics trajectory. Figures 6a and 6b show the 

time evolution of the C1−H2 bond (dotted line) as the system 

undergoes hydride transfer in methanol and water, respectively. 

The dynamics of the orientation of the solvent dipole vector 

with respect to z−axis (angle that the dipole vector makes with 

the z−axis of the simulation cell) along the trajectory are also 

shown (grey line) for both the solvents. It can be seen in Fig. 6b 

that the orientation of the dipole vector for water changes only 

slightly when the hydride transfer is initiated, but does not 

change even 20,000 MD steps (2 ps) after the hydride transfer. 

However, as can be seen in Fig. 6a, a systematic and gradual 

change in the orientation of the dipole vector of methanol, over 

the period of 2 ps after the hydride transfer, is observed. This 

clearly shows that methanol molecules undergo a significant 

reorientation after the hydride transfer; whereas, there is hardly 

any change in the average orientation of water molecules after 

the hydride transfer. Additionally, oscillations in the dipole 

vector’s orientation in water are more systematic, with a higher 

frequency and lower magnitude. This suggests that whatever 

little reorientation water has to go through will be done at a 

shorter timescale. This will enable nearer to equilibrium 

solvation environment to the transition state and an equilibrium 

solvation environment after the hydride transfer. The change in 

the orientation of the solvent dipole vector with respect to x and 

y axes is also provided as supporting information (refer to Figs. 

S2 and S3). No change in the orientation of water is observed 

(Figs. S2b and S3b). For methanol, a slight change along the x 

axis is seen.  

(iv) An additional simulation of the hydride transfer in 

methanol was performed, with lesser time given to the solvent 

molecules to relax. This was achieved by allowing only 50 

CPMD steps to be performed in between metadynamics steps in 

these simulations. As can be seen in the corresponding free 

energy surface in Fig. 7, the barrier for hydride transfer 

increases only by 10 KJ/mol; whereas the change in the free 

energy, ∆G,  increases from 51 KJ/mol (cf Fig. 2a) to 140 

KJ/mol (cf Fig. 7). As suggested earlier, since the barrier for 

hydride transfer is a result of the electronic reorganization of 

the solvent and the non−equilibrium solvation of the transition 

state, it does not change significantly in this case, since the 

electronic polarization of the solvent is an instantaneous 

process. However, since, the (nuclear) reorientation of 

methanol is a much slower process, and we do not allow 

sufficient time for the methanol molecules to relax/reorient (to 

adjust themselves to the changed electronic environment) in 

this case, the free energy of the product state is significantly 

higher, making it relatively unstable. Similar simulation was 

also performed for hydride transfer in water and the effect of 

not allowing water molecules to relax on the free energy of the 

product state was significantly less pronounced (refer to Fig. S1 

in the supporting information) since, the electronic polarization 

in water is lesser than that of methanol and lesser molecular 

reorientation of water is required.  

 
Figure 7: Metadynamics calculated free energy landscape for the hydride 

transfer from C2 to C1 in the presence of explicit, quantum mechanically treated 

methanol molecules. Structures corresponding to two minima in the free energy 

surface are shown. Only the metal centre of the catalyst is shown for clarity 

purpose. The free energy barrier in the reaction step is shown below the arrow 

and free energies of the system before and after the hydride transfer are shown 

in parentheses. Refer to Fig. 1c for the definition of collective variables CV1 and 

CV2. It has to be noted that, unlike Fig. 2a, methanol molecules in this case get 

significantly lesser time to relax along the CPMD–metadynamics trajectory. 

Analogy to enzyme catalyzed charge transfer reactions    

 
Figure 8: Illustration of the (a) orientation of solvent dipoles and (b) the 

(pre)organization of the charged groups of enzymes. δ1 and δ2 indicate two 

different charge configurations. As the charge configuration changes from δ1 to 

δ2, solvent dipoles have to reorganize significantly; whereas the preorganized 

charge groups of the enzyme have to undergo minimal change in the orientation 

to adjust itself to the change. Adapted from Warshel and co-workers.
56, 57

 

In addition to the explanation provided above, the energetics of 

intra−molecular hydride transfer in water and methanol can also 

be discussed in a fashion analogous to that of enzyme catalyzed 

charge transfer reactions, as explained by Warshel and 

co−workers.56-60 They showed that enzymes can stabilize 

different charged groups by fixing their dipoles in appropriate 

orientations and hence they do not have to undergo significant 

structural reorientation as the charge transfer happens. The 

active site dipoles are preorganized towards the changed charge 

structure. Here preorganization refers to the alignment of the 

polar charged groups of the enzyme via electrostatic 

interactions with the reacting structure, prior to the charge 

transfer. Because of this preorganization, they have to undergo 

minimal reorientation, as the charge distribution on the reacting 

structure gets altered (cf Fig. 8b for illustration). In many cases, 
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the reduction in the activation free energy is achieved mainly 

because of the preorganization of the active site permanent 

dipoles of the enzyme that allows the enzyme to stabilize the 

transition and the product state significantly better than that of 

any solvent. Contrary to the enzyme, solvent dipoles are less 

systematically oriented. The enzymes may not always reduce 

the Marcus reorganization energy (see Fig. 9 for a graphical 

explanation of Marcus reorganization energy, denoted as λ) to 

bring down the free energy activation barrier, but it is an effect 

of lowering the free energy change (∆G) of the reaction. 

Solvents on the other hand, have to undergo significant 

molecular reorientation during the charge transfer process and 

hence cannot stabilize the product (and the transition state) as 

well as enzymes do. Refer to Fig. 8 for an illustration.  

In the intramolecular hydride transfer step studied in this paper, 

we observe that methanol has to undergo significant molecular 

reorientation over a larger timescale since it undergoes more 

electronic polarization; whereas, little or no significant 

polarization, resulting in very little and relatively faster 

reorientation in water allows it to solvate the reactant, during 

and after the hydride transfer, better. The stability effect which 

is provided by enzymes due to electrostatic interactions is 

provided by water, in this case, by the virtue of its lower 

polarizability and relatively faster dynamics. 

 
Figure 9: An illustration of the reduction in the activation free energy barrier of 

the hydride transfer step in water due to the reduction in the free energy change 

associated with the step. The fact that, unlike methanol, water molecules do not 

have to reorient themselves after the hydride transfer leads to lower ∆G for the 

reaction in water. Marcus reorganization energy does not change significantly. 

The dotted black line represents the free energy surface for the simulation in 

which methanol molecules were not allowed to relax completely. All free energy 

values are in KJ/mol.  

 To further confirm this, the minimum free energy pathways 

for hydride transfer in methanol and water, in the free energy 

surfaces shown in Figs. 2a and 2b, respectively, were traced to 

get 2−dimensional free energy profiles. Extrapolating the 

reactant (before hydride transfer) and product (after hydride 

transfer) free energy wells, the Marcus reorganization energy, 

λ, was calculated for both, methanol and water. As illustrated in 

Fig. 9, the reorganization energy is almost the same for water 

and methanol. The reduction in the activation energy barrier in 

water is due to improved solvation (equilibrium solvation, little 

or no polarization) of the product state and of the transition 

state by water than by methanol (non−equilibrium solvation, 

significant reorientation required). Similar to that of enzymes, 

water “(pre)organizes” itself to better solvate the product.   

Conclusions  

The effect of solvent environment on the intramolecular 

hydride transfer reaction in biomass molecules was studied 

using glucose to fructose isomerization as an example. The C2–

C1 hydride transfer step, catalyzed by Sn–beta, was simulated 

in the presence of explicit solvent molecules, with finite 

temperature dynamics, using Car–Parrinello molecular 

dynamics (CPMD) and metadynamics. Hydride transfer was 

also simulated in an implicit solvent environment using density 

functional theory (DFT). Unlike DFT calculations in implicit 

solvent, where the free energy activation barrier was the same 

for water and methanol, the free energy activation barrier 

calculated by CPMD–metadynamics was found to be 50 

KJ/mol higher in methanol than in water. The free energy 

barrier in vacuum was found to be slightly lower than that in 

water. Analysis of the electronic polarization of the reactant and 

the catalyst system and that of the reorientation of solvent 

molecules along the CPMD–metadynamics trajectories suggest 

that due to higher polarizability of methanol than water, the 

change in the charge structure of the reactant polarizes 

methanol to a greater extent. The electronic polarization of 

methanol results in non−equilibrium solvation of the transition 

state. This gives rise to higher activation free energy barrier in 

methanol. Additionally, the electronic polarization in methanol 

necessitates significant reorientation of methanol molecules 

after the hydride transfer step and methanol has relatively 

slower relaxation dynamics. Thus, the product state (after 

hydride transfer) is solvated poorly. On the contrary, water 

would not undergo significant polarization and hence requires 

very little reorientation during the hydride transfer. Thus, water 

provides enhanced, (near) equilibrium solvation for the 

transition state and to the product state. The aforementioned 

explanation was also juxtaposed with the mechanism of charge 

transfer reactions catalyzed by enzymes. Enzymes can lower 

the free energy activation barrier of charge transfer reactions by 

preorganizing around the charged moieties by providing 

electrostatic stabilization to the products. They reduce the free 

energy change of the reaction, without altering the 

reorganization energy λ to a great extent. Similarly, in this case, 

water lowers the activation free energy of the hydride transfer 

reaction by not getting polarized as much as methanol and 

providing better solvation environment to the product and to the 

transition state, thereby significantly reducing the free energy 

change of the hydride transfer step.  
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