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TiO2: Implications for Charge Transfer across 

Organic-Inorganic Interfaces
†
 

 
Jeffrey R. Christianson and J. R. Schmidt* 

Abstract  

Charge transfer across organic-inorganic interfaces plays a vital role in many important 

applications. Dye-semiconductor systems are the prototypical such interface and provide an 

excellent platform for exploring the underlying molecular-level factors that affect charge transfer 

dynamics and efficiency. Experiments often show multi-exponential electron injection kinetics 

from adsorbed dyes to a semiconductor substrate, suggesting the presence of interfacial 

heterogeneity. Nonetheless, both the diversity of interfacial structures and the associated 

implications for electronic dynamics are poorly understood. In the present work, we examine the 

effect of structural heterogeneity and dynamics on charge injection (as measured by dye-

semiconductor electronic coupling) from plane wave density functional theory and ab-initio 

molecular dynamics calculations on model dye-semiconductor systems. We demonstrate that dye 

binding motif, conformation, solvation, and corresponding thermal fluctuations significantly 

affect charge injection kinetics. We suggest that the experimentally observed multi-exponential 

kinetics likely result not only from an intrinsic heterogeneous distribution of electronic coupling 

strengths, but also from the conformational or solvent dynamics that in turn modulate the 

coupling strength and/or band alignment. 
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 2

1. Introduction 

Efficient charge transfer across organic-inorganic interfaces is crucial for numerous materials 

and device applications including photo- and electro-catalysis,1,2 molecular electronics and 

sensing,3,4 and solar energy conversion.5,6 A fundamental understanding of the factors that affect 

charge transfer is essential to improving efficiency and advancing practical applications, and, to 

this end, a plethora of studies have been carried out on such systems. Many early studies focused 

on densely packed, well-ordered interfaces, such as self-assembled monolayers (SAMs) on 

metallic substrates. Here, the commensurate lattice spacing of the underlying substrate and the 

molecular monolayer yields efficient, ordered packing. Consequently, SAMs comprised of 

tethered electron donors showed electrochemical electron injection rates that decayed 

exponentially with tether length, consistent with electronic tunneling.7–12 But more generally, the 

disorder inherent to many other common organic-inorganic interfaces likely plays an important 

role in charge transfer kinetics. For example, Ruther et al. recently examined poorly-ordered 

monolayers on diamond (where the lattice spacings are not commensurate) and demonstrated 

how conformational disorder actually enhances electron injection, even for donors with long 

tethers.13 This enhancement in the electrochemically-induced charge transfer was determined to 

be a result of increased through-space transfer that is facilitated by the conformational 

fluctuations and disorder inherent to the low-coverage systems.  

Beyond thermal electron transfer, interfacial heterogeneity is also likely to affect charge 

transfer initiated by photoexcitation, which is important for applications in photocatalysis and 

solar energy conversion. For example, Grätzel and co-workers introduced dye-sensitized solar 

cells, in which a light-absorbing dye adsorbed to a semiconductor is photoexcited, and the 

resulting excited electron is injected into the conduction band of the semiconductor and through 
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 3

an external circuit where it can be used to carry a load; the dye is then replenished via 

recombination with a suitable redox couple.14,15 Because of the extraordinary promise for solar 

energy conversion that these devices have shown over the last several decades, dye-

semiconductor systems have been studied extensively and therefore serve as an excellent model 

system to consider the effects of heterogeneity on charge transfer. 

A number of factors that influence charge transfer in dye-semiconductor systems are well 

understood from both experimental and computational studies. Unsurprisingly, the chemical 

identity of the chromophore and anchoring group are of key importance. Altering the anchoring 

group which tethers the dye to the surface modulates the coupling between the dye and the 

surface, thereby affecting charge transfer.16,17 Furthermore, multiple studies have examined the 

effect of changing the bridge portion of the dye that connects the anchoring group to the 

chromophore. Conjugated bridges facilitate increased dye-semiconductor coupling and faster 

injection times, while insulating bridges decrease coupling and injection rates.18–24 If the 

chromophore-surface distance can be systematically controlled via the length of the insulating 

bridge, an exponential decrease in injection time is observed, consistent with through-space 

tunnelling.7,18 

Beyond molecular identity, interfacial heterogeneity may also influence charge transfer 

kinetics.13 The ubiquity of interfacial heterogeneity in dye-semiconductor systems is also 

suggested by the frequent experimental observation of multiple timescales of electron injection 

following photoexcitation;18,19,25 however, less is understood regarding the impact of various 

sources of interfacial heterogeneity on charge injection, including variations in dye binding motif 

or binding site, dye conformation, solvation, as well as corresponding thermal fluctuations. This 

is presumably due to the difficulty of experimentally identifying and isolating the sources of 
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 4

heterogeneity. In contrast, while it is challenging to fully incorporate the complexity of the 

experimental systems, computational modeling can isolate various forms of heterogeneity and 

identify their impact on charge injection. 

Several prior studies have analyzed the extent and/or impact of interfacial heterogeneity on 

dye-semiconductor systems. For example, it is well known that there are multiple favorable 

binding motifs for common carboxylic acid anchoring groups on metal oxides (most commonly 

TiO2).
26–29 But the vast majority of studies considering the effect of anchoring group binding on 

charge transfer have focused on dyes with multiple anchoring groups30,31 and the resulting 

changes in orientation of rigid dyes on the surface.32 Several studies have contrasted binding 

motifs of various anchoring groups17,33 and two of the stable carboxylic acid binding motifs.34 

While the reported effects were modest, we hypothesize that other binding motifs that have not 

been considered previously, and in particular strong binding to oxygen vacancy sites,28,35 could 

also give rise to variations in dye-semiconductor electronic coupling with corresponding impact 

on through-bond electron injection. 

Structural heterogeneity arising from conformations of flexible dyes may also play an 

important role in governing injection kinetics. Introduction of insulating bridges adds a degree of 

conformational flexibility which may yield significantly increased dye-semiconductor coupling 

and injection rates versus what is expected for rigid bridges. This is the particular effect observed 

by Ruther et al. in an electrocatalytic application13 but, as far as we are aware, has not been 

directly investigated for dye-semiconductor systems or photo-induced electron transfer. 
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 5

Additionally, both the presence of solvent and the thermal fluctuations of the dye and solvent 

molecules are important contributions to the interfacial heterogeneity that may modulate charge 

transfer kinetics. Fluctuations in dye-substrate coupling due to nuclear motions of organic dyes 

have been computed using ab-initio molecular dynamics (AIMD),36,37 but not in relation to 

conformational flexibility. Furthermore, it has been shown that solvation influences both binding 

motif and dye absorption spectra.38 Since dyes are often deposited onto the semiconductor in 

polar solvents such as acetonitrile19,35 and dimethyl formamide (DMF),18 a significant number of 

solvent molecules likely remain adsorbed to the surface even during measurements performed 

under nonpolar solvents35 or dry18 conditions. It is well known that the adsorption of any charged 

or dipolar species directly affects the surface dipole, inducing a shift in the surface density of 

states (DOS) relative to vacuum (i.e., a shift in the work function).39–41 This effect has been noted 

in several computational studies, mostly concerned with water contamination of dye-

semiconductor systems.24,37,41,42 Both a 

significant shift (0.2 - 0.5 eV, depending 

on the identity of the dye)24,37,41 and 

significant fluctuations in that shift (up 

to 0.5 eV)24,37 due to thermal motions of 

the solvent have been observed for a 

monolayer of adsorbed water. 

In the present work, we use density 

functional theory (DFT) and AIMD to 

model several recently studied Re-based 

dyes (see Figure 1a) tethered to a TiO2 

Figure 1. Re-based dyes with different bridge 
lengths: n = 0 (ReC), 1 (ReMeC), 2 (ReEtC) (a), 
and different carboxylic acid binding motifs 
considered: non-dissociative monodentate (b), non-
dissociative bidentate (c), dissociative bidentate (d), 
dissociative monodentate (e), and dissociative 
binding to an oxygen vacancy (f). 
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 6

surface. We demonstrate how interfacial structural heterogeneity arising from dye binding motif 

(Figure 1b-f), conformational flexibility, solvation, and thermal fluctuations has a significant 

effect on the extent of dye-TiO2 electronic coupling and thus on the rate of charge injection. We 

make direct connections to previous experimental work on similar dye-TiO2 systems. In 

particular, there have been several studies on how various bridges on ReC19,25 and Re2C18,43 

(ReC with a second carboxylic acid anchoring group attached to the bipyridine ring) affect 

charge injection kinetics, as measured by transient infrared spectroscopy following the free 

electron absorption of the injected electron. All of these studies observed multi- or stretched-

exponential injection kinetics, suggestive of interfacial heterogeneity.  

Specifically, we examine the influence of various conformations with and without solvent, 

conformational fluctuations, binding motifs, and solvation dynamics on dye-TiO2 coupling. We 

discuss the implications for both charge injection for dye-semiconductor systems and, 

specifically, the experimental observations of Paoprasert et al.
19 and Asbury et al.

18 Since dye-

semiconductor systems serve as an excellent model for other applications involving interfacial 

charge transfer, we anticipate that many of these conclusions will be transferable to related 

organic-inorganic interfaces.36 

2. Methods 

All calculations were performed using the Vienna Ab-initio Simulation Package (VASP)44–47 

using the Perdew-Burke-Ernzerhof (PBE) GGA exchange-correlation functional48,49 and the 

projector augmented wave (PAW) method50,51 for describing the interaction between core 

electrons and valence electrons (including the 3p electrons on Ti). Unless otherwise noted, all 

calculations were run with an energy cutoff of 400 eV, normal precision, 0.05 eV Gaussian 

smearing, no spin polarization, and a dipole correction orthogonal to the TiO2 slab interface. 
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 7

Because of the large size of the supercell used, the Brillouin zone was only sampled at the 

gamma point for optimizations, while a denser 5 × 5 × 1 Monkhorst-Pack grid used to more 

accurately represent the density of states. Although pure GGA functionals are well known to 

underestimate band gaps for both semiconductor and dye systems, the predicted band alignment 

for the dye lowest unoccupied molecular orbital (LUMO) and TiO2 conduction band are 

qualitatively correct. Furthermore, we are focused primarily on qualitative trends within a related 

series of dyes which should lead to cancellation of many systematic DFT errors. Additionally, 

while inadequacies of DFT in describing dispersion interactions will affect dye binding energies, 

trends in electronic dye-surface coupling should be described well. 

Visualizations of the periodic systems were prepared using VMD.52 All geometrical 

manipulations of the model system were performed using the Atomistic Simulation Environment 

(ASE).53 The TiO2 anatase (101) surface was generated from experimental bulk anatase lattice 

parameters (a = 3.7845 Å, c = 9.5143 Å),54 and the slab model was a 1 × 3 supercell consisting 

of 24 TiO2 units (two layers of Ti atoms) and spanning 10.24 and 11.35 Å in the x- and y-

directions, respectively. The dye molecule was then adsorbed to the surface in a geometry 

corresponding to one of several considered binding motifs. For the largest dye considered 

(ReEtC), adsorption onto this TiO2 supercell resulted in a distance between periodic images of 

the bipyridine ring of approximately 7 Å (4 Å) for the upright (bent) configuration, and thus we 

anticipate a minimal influence of adsorbate-adsorbate interactions on injection rates. After 

adsorption of the dye molecule, a vacuum gap of about 10 Å was added in the z-direction to 

minimize interactions with periodic images; the total length of the unit cell in the z-direction was 

then approximately 30 Å, depending slightly on the identity of the dye molecule. For cases 

where bulk explicit solvent was considered (Figure 2), solvent molecules were then added to the 
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 8

box without overlap with TiO2 or dye atoms and in number consistent with the room temperature 

density of the solvent and the approximate volume not occupied by the dye or TiO2 slab. 

Geometries for monolayer coverage were formed by removing solvent molecules not adsorbed to 

either surface from an equilibrated bulk solvation configuration.  

Geometry optimizations were then performed holding the bottom half of the anatase slab fixed 

in bulk positions. For dye-TiO2 systems (no solvent), this was done using ASE, first to loose 

convergence with the FIRE optimizer55 and then to a maximum force less than 0.05 eV/Å with 

LBFGS. Single points along the geometry optimization were run in VASP (interfaced with ASE) 

using an energy cutoff of 300 eV and low precision. For systems with explicit solvent molecules, 

geometry optimizations were run solely in VASP (400 eV energy cutoff and normal precision) 

Figure 2. Representative model unit cells for ReMeC bound to TiO2 with no solvent (a), 
monolayer acetonitrile (b), bulk acetonitrile (c), and bulk DMF (d). Atoms are shown 
according to the following color scheme: H (white), C (gray), N (blue), O (red), Cl (green), 
Ti (silver), Re (teal). The green double-headed arrow in (b) indicates the hindered rotation 
of one particular surface-bound acetonitrile molecule, corresponding to a low frequency 
(100-300 cm-1) normal mode.  
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 9

using its conjugate gradient method for loose convergence and RMM-DIIS for convergence to a 

maximum force less than 0.05 eV/Å. 

AIMD was carried out by propagating the nuclei classically according to Newton’s equations 

of motion using a Verlet algorithm and a 1 fs time step. The MD was done in the NVT ensemble, 

and a temperature of 300 K was enforced by an Andersen thermostat with a collision probability 

of 0.002 fs-1 for each atom. The system was equilibrated at 300 K (generally for several hundred 

fs) prior to data collection. 

Coupling of the dye excited state to the surface conduction band governs the timescale for 

electron injection. However, for computational feasibility, we assume that the strength of the 

electronic coupling of the dye ground state LUMO to the TiO2 conduction band states provides a 

qualitative estimate of injection time, and we estimate this coupling using the Newns-Anderson 

model of chemisorption,56,57 as has been done previously for similar dye-TiO2 systems.21,31 

Within the model, the density of dye LUMO states, ρLUMO(E), is described by a Lorentzian 

�������� = 1� Δ
� − ������������ + Δ�, 

where ELUMO(ads) is the energy of the isolated adsorbate’s LUMO (assumed to be the center of 

the peak for the adsorbate-surface system). The full width at half of the maximum (FWHM) 

density, 2∆, is interpreted as a lifetime broadening (LB), is related to the dye LUMO - TiO2 

coupling weighted by the DOS, and gives an estimation of the electron transfer time, τ: 

� = ℏ2Δ. 
Thus, a direct estimate for the electron injection rate (dependent on the electronic coupling of the 

dye LUMO to the TiO2 conduction band) can be obtained from a projected density of states 

(PDOS) of the dye-TiO2 system. While this is certainly a crude approximation for injection rates, 
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 10

it allows for both analysis of the trends in injection rates31 and qualitative comparisons to 

experiments.21 We follow the procedure set forth by Persson et al.
21 with three modifications. 

First, because we use a plane wave basis, we project each dye-TiO2 virtual band into a small 

atomic basis set (see ESI†) using a projection scheme58 and use this to obtain the dye PDOS. 

Second, because the dye LUMO is not delocalized over the bridge atoms, we only sum over the 

bipyridine, carbonyl, Re, and Cl atoms to obtain the PDOS of the LUMO. The PDOS over the 

energy interval generally summed to one orbital within several percent and was then normalized 

to one in order to ensure accurate evaluation of the peak center, ELUMO(ads). Third, the FWHM 

was obtained more precisely. Previously, the mean deviation of the distribution was used.21,31 

However, this quantity is not well defined for a Lorentzian distribution, since the corresponding 

integral diverges. Given various test distributions, this method for calculating the FWHM 

produced errors of up to 20%.21 However, the “half moment” of a Lorentzian distribution is 

defined and is related to the FWHM (2∆). So, in the context of the Newns-Anderson model, 

1�� Δ�� − �����
� − ������������ + Δ� �� = √2Δ. 

Therefore, the FWHM was calculated from the PDOS using the following: 

2Δ = � 1�� !"��" − ����������"
#
�
, 

where Nk is the number of irreducible k points (13, as generated from a 5 × 5 × 1 Monkhorst-

Pack grid), the sum runs over all bands surrounding the dye LUMO, pi is the proportion of band i 

localized on the dye atoms listed above, and ELUMO(ads) is calculated as before.21 

The PDOS as computed by VASP was used to estimate ELUMO - ECBM, the position of the dye 

LUMO relative to the TiO2 conduction band minimum (CBM) in solvent. 
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3. Results and Discussion 

Dye conformation and binding motif. The Re-based dyes with various bridge lengths are 

shown in Figure 1a, and the different carboxylic acid binding motifs that we consider are shown 

in Figure 1b-f. These are the same binding motifs that we considered previously35 and are 

analogous to the most stable binding modes of formic acid to anatase.29 Significant increases in 

the lifetime broadening (LB) of the dye LUMO, indicative of stronger dye-surface electronic 

coupling, occur with decreasing bridge length (Table 1). This trend is already well understood on 

the basis of prior experimental7,18,19 and computational21–23 studies as an insulating effect; direct 

conjugation of the dye to the surface increases through-bond electronic coupling, whereas 

insulating groups separating the chromophore from the surface exponentially decrease through-

space electronic coupling as a function of bridge length. We note that we observe the same 

qualitative trend in going from ReC to ReMeC to ReEtC as Asbury et al.
18 observe in the two-

anchor analogs going from Re2C to Re2MeC to Re2PrC, and our predicted rapid injection time 

for ReC (5 fs) is consistent with both Paopasert et al.
19 (< 250 fs) and Asbury et al. (< 100 fs for 

Re2C). (Note that in the case of ReC, the assumption of non-adiabatic electronic transfer, 

inherent in the estimation of injection time from the Newns-Anderson model, may be violated 

due to the strength of the electronic coupling.) However, we find qualitative differences in the 

absolute predicted injection time for ReMeC (240 fs) as compared to that observed for Re2MeC 

(19 ps); the discrepancy appears to be due to neglect of solvation effects, as discussed in detail 

below. 

Table 1. Effect of Bridge Length and Defect Adsorption on Dye LUMO LB (meV)a  

  ReC ReMeC ReEtC 

MHa 120 2.8 0.4 

D(H) 140 6.6 0.9 
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aRe-based dyes with alkyl bridges with 0 (ReC), 1 (ReMeC), and 2 (ReEtC) carbon atoms are 
schematically shown in Figure 1a. Non-dissociative monodentate (MHa) and dissociative defect 
(D(H)) binding motifs are depicted in Figure 1b and f, respectively. 

We also examine the influence of binding motif on electronic coupling strength. These 

differences are particularly relevant in that there are several comparable stable binding motifs for 

carboxylic acids on anatase TiO2.
26–29 Interestingly, we find that the LB is increased upon 

binding to an oxygen vacancy (Table 1) but is otherwise rather insensitive to binding motif; for 

the ReMeC dye binding in MHa, M(H), BBH, and BB(H) geometries, the LB is 3.1 (± 0.5) meV. 

Previously, it has been reported that dissociated versus non-dissociated binding of carboxylic 

acids has a small to moderate effect on injection times, depending on the dye.34 However, the 

effect of binding to defect sites has not been considered. Our results indicate that binding to 

defect sites leads to an increased through-bond electronic coupling yielding a higher LB. For all 

three dyes, the same basic dye configuration (standing upright) was preserved for all binding 

motifs, resulting in very similar distances between the bipyridine ring and the surface (changes 

of only several tenths of an angstrom). Thus, the differences observed for binding to an oxygen 

vacancy must be the result of increased through-bond coupling. This is consistent with the 

relative adsorption energies of the different binding motifs. As we have shown recently,35 the 

adsorption energy of ReC binding to an oxygen vacancy is much stronger than when binding in 

any of the other energetically favorable motifs (-2.4 versus approximately -1.2 eV). This much 

stronger dye-TiO2 adsorption interaction is most likely the cause of the increased electronic 

coupling noted here. While there is still very recent debate over whether28 or not27 there is direct 

experimental evidence for carboxylic acid binding to oxygen vacancies (due to differences in 

TiO2 surface preparation and in interpretation of the IR spectra), it is likely that some oxygen 

vacancies are present at the surface of the nanoparticles most frequently used for such dye-TiO2 

studies.59–61 Some fraction of these sites will likely be passivated by adsorbed dyes, while others 
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adsorb on more abundant terrace sites. As indicated by our results (Table 1), this heterogeneity 

could lead to injection rates that differ by up to a factor of two to three. However, due to the 

relative invariance of coupling strength among the remaining (non-defect) binding motifs, the 

MHa binding motif is used for the rest of the results as representative of non-defect binding, 

since this corresponds to the most stable binding motif for ReC.35 

While binding motif modulates through-bond 

coupling, increasing bridge length allows for 

increased conformational flexibility and 

corresponding changes in through-space dye-TiO2 

electronic coupling. The timescale for these large 

conformation changes are long compared to the 

lengths of typical AIMD simulations; thus we 

instead examine several representative examples. 

Rotation around the dihedral angles in the ethyl 

bridge of ReEtC allows for shorter distances 

between the bipyridine ring and the TiO2 surface, 

which increases the LB of the dye LUMO from 0.4 to 5.5 meV (Figure 3). Since the binding 

motif was kept constant for the two conformations, the difference in coupling likely arises from 

differences in through-space coupling. It is clear that both chain length and flexibility must be 

considered in determining the effect of the bridge on charge injection, with the observed 

coupling strengths spanning an order of magnitude. If the bridge is rigid18 or if a well-ordered, 

high-coverage monolayer is achieved,62 then an exponential decay of injection rate as a function 

of insulating chain length may be expected.7,18 In other cases, however, the flexibility of the 

Figure 3. Conformational flexibility of 
ReEtC: standing up, LB = 0.4 meV (a) 
and bent, LB = 5.5 meV (b). Atoms 
are shown according to the following 
color scheme: H (white), C (gray), N 
(blue), O (red), Cl (green), Ti (silver), 
Re (teal). 
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chain adds to the heterogeneity of both the surface and the injection rates. This principle is 

consistent with the findings of Ruther et al. for thermal electron transfer, who concluded that in 

the absence of dynamic crowding effects on the surface, conformational flexibility allows for 

improved through-space electron transfer.13 It also highlights the potentially important role of 

dye coverage and packing on charge injection efficiency.35,62 

This principle is also reflected in the recent results of Asbury et al.
18 and Paoprasert et al.

19 The 

former examined dyes with two anchoring groups, which are thus extremely rigid and cannot 

access conformations with the bipyridine ring close to the surface. As such, those authors 

observed an exponential decay of injection rate with increasing bridge length from Re2MeC (19 

ps) to Re2PrC (240 ps). In contrast, Paoprasert et al. employed dyes with only a single anchoring 

group, yielding significant conformational flexibility. Multiple injection rates were observed for 

all dyes considered, and although the slowest timescale was an order of magnitude slower for the 

insulating bridge than for the conjugated bridge, the fastest timescale was < 250 fs for all dyes. 

The insulating methyl propionate based bridge is very flexible and is able to rotate about several 

dihedral angles. Based on the role of flexibility that we observe in ReEtC, it seems likely that the 

flexibility of the insulating bridge is responsible for the extremely fast observed timescale.  

Our results also highlight the possibility for the direct experimental identification of various 

dye conformations by vibrational spectroscopy by probing the ligand carbonyl stretches of the 

Re chromophore. We have previously shown that the completely symmetric carbonyl stretch is 

largely independent of ReC conformation, and that the experimentally observed vibrational 

spectroscopic heterogeneity is primarily a result of vibrational coupling within dye aggregates.35 

However, in the case considered here, the conformational flexibility of ReEtC allows for both 

shorter chromophore-surface and carbonyl-surface contacts. In order to determine if the upright 
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and bent conformations could be distinguished spectroscopically, we carry out vibrational 

frequency calculations at lower dye coverage (to eliminate potential vibrational coupling; the 

shortest distance between any carbonyl atom and any dye atom from its periodic images was at 

least 5.5 Å), consistent with the methodology described previously.35 For configurations 

analogous to those depicted in Figure 3, we observe very little (less than 2 cm-1) difference in the 

vibrational frequencies of the carbonyl stretching modes between the two conformations, since 

the carbonyl ligands are still appreciably far from the surface in Figure 3b (at least 6 Å). We also 

consider the case where the axial carbonyl and Cl ligands are exchanged such that the axial 

carbonyl ligand points toward the surface, corresponding to a bending of the ethyl bridge in the 

opposite direction. In this case, the asymmetric stretch (where the stretch of the axial carbonyl 

ligand is out of phase with the stretches of the equatorial carbonyl ligands) decreases from 1921 

to 1908 cm-1 upon bending of the ReEtC dye. This indicates that spectroscopic identification of 

some of the bent configurations may be possible by carefully controlling for dye aggregation and 

observing the asymmetric stretching region. 

Solvation. Solvent induces additional important sources of heterogeneity, with implications for 

electronic coupling and injection. Although this is not unexpected based on simple Marcus 

theory-type arguments,63,64 note that, additionally, the significant anisotropy induced by the 

planar semiconductor interface can cause significant shifts of the relative donor and acceptor 

levels in polar solvents. Including explicit solvent molecules in the unit cell affects the LB of the 

dye LUMO by shifting its position relative to the TiO2 conduction band. While this substantial 

shift for monolayer coverage (0.8 - 1.5 eV) has been noted previously and attributed to dipolar 

interactions of the solvent adsorbed to the surface,41,65 the effect on dye-TiO2 electronic coupling 

has not been thoroughly investigated. For an optimized solvent (acetonitrile) configuration 
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around the ReMeC dye, the dye LUMO is shifted to a region of low TiO2 DOS (Figure 4), and 

the LB decreases from 2.8 meV to < 1 meV. A qualitatively similar shift is observed both for 

explicit DMF solvation and for monolayer coverage of acetonitrile on the surface. Additionally, 

an analogous LB decrease from 120 to 30 meV is observed for ReC solvated by acetonitrile. 

Although the ReC LUMO (localized on the bipyridine) is directly conjugated to the surface via 

the carboxylic acid anchoring group, this can still be understood as arising from the same 

phenomenon as for ReMeC: the ReC LUMO shifts to a region of low TiO2 DOS (near the 

CBM), and the net electronic coupling therefore decreases. However, the direct conjugation to 

the surface still allows for significant residual coupling. 

This solvent effect also explains the qualitative discrepancy mentioned above between our 

estimated injection rate for ReMeC without solvent and the rate for Re2MeC observed by 

Asbury et al.,18 who prepared the dye-sensitized films in DMF. Whereas with no solvent we 

observe a LB of 2.8 meV (corresponding to a timescale for injection of ~240 fs), the shift of the 

dye LUMO relative to the TiO2 CBM induced by the solvent results in coupling weaker than our 

ability to resolve (corresponding to a timescale of > 1 ps) and is qualitatively consistent with the 

experimentally observed timescale of 19 ps. When accounting for solvent in the case of ReC,  the 

Figure 4. PDOS for ReMeC bound to TiO2 with no solvent (a), and with explicit acetonitrile 
(b). Contributions are shown from TiO2 (black), ReMeC (red), and acetonitrile (blue). 
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decrease in LB to 30 meV (injection time of 22 fs) remains consistent with the rapid injection 

observed by both Asbury et al. (< 100 fs for Re2C) and Paoprasert et al. (< 250 fs).19 

Thermal fluctuations. Analysis of static 

local minima provides important insight into 

the effect of structural heterogeneity on dye-

surface electronic coupling. However, 

heterogeneity induced by thermal 

(conformational or solvent) fluctuations may 

also play a significant role in modulating 

electron injection kinetics. Results from 5 ps 

of AIMD sampling of ReEtC without 

solvent in a bent configuration where the bipyridine is close to the surface are shown in Figure 5. 

Here, given computational restrictions, AIMD is used to sample fluctuations of the dye within a 

given conformational basin, while the influence of large-scale conformation changes were 

addressed above. Even within this single conformation, LBs of 5-10 meV are common, but 

conformational fluctuations can give rise to LBs as high as 60 meV. (Note that a better 

description of dispersion interactions may increase the likelihood of these higher LB 

configurations by favoring conformations with closer dye-surface contacts.) Based on anaylsis of 

the underyling trajectory, these fluctuations in LB are mostly due to corresponding fluctuations 

in the bipyridine-surface distance; shorter distances generally yield stronger dye-TiO2 coupling 

and therefore higher LBs. While other factors may also be important (such as orientation of the 

bipyridine ring in relation to the quality of orbital overlap with the surface), the average distance 

of the bipyridine heavy atoms from the surface correlates well with the calculated LB (see ESI†). 

Figure 5. Distribution of LB for 50 geometries 
along the AIMD trajectory sampling bent 
ReEtC configurations. Statistical uncertainties 
shown are from block averaging. 
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Thus, thermal fluctuations within a particular local minimum can also alter the LB (and therefore 

the injection time) by an order of magnitude. 

We also consider thermal fluctuations 

of the solvent. Since the effect of the 

solvent appears to be mainly due to the 

relative shift of the TiO2 conduction band, 

we consider the distribution of dye 

LUMO positions relative to the TiO2 

CBM (ELUMO - ECBM) arising from 

thermal fluctuations. The distributions 

obtained from AIMD trajectories of 

ReMeC solvated by bulk and monolayer 

acetonitrile and bulk DMF are shown in 

Figure 6. In all cases, large fluctuations 

are observed giving rise to Gaussian distributions with FWHMs of approximately 0.6 eV and 

centered at various positions below the TiO2 CBM. The similarity between acetonitrile (centered 

at -0.4 eV) and DMF solvated dye (centered at -0.6 eV) is expected because of their nearly 

identical dipole moments (3.9 D). The monolayer acetonitrile system indicates that the shift is 

largely caused by solvent adsorption to the surface; the center of the distribution lies at 

approximately -0.1 eV relative to the CBM, whereas the dye LUMO in the absence of solvent 

lies 1.4 eV above the CBM (see Figure 4a). This shift of 1.5 eV is consistent with the range of 

shifts found previously (0.8-1.5 eV) for monolayer acetonitrile coverage for several dyes.41 

Nevertheless, bulk solvation (i.e., additional layers of solvent) does modestly increase the shift 

Figure 6. Distributions (points) of ELUMO - ECBM

for geometries along AIMD trajectories fit to 
Gaussians (lines) for bulk-solvated acetonitrile 
(closed black squares and solid black line), 
monolayer acetonitrile (open black squares and 
dashed black line), and bulk-solvated DMF 
(closed red circles and solid red line). Statistical 
uncertainties shown are from block averaging. 
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further so that the distribution is centered at -0.4 eV. In any case, the relative shift of the CBM to 

the dye LUMO due to the solvent results in a majority of configurations where the dye LUMO 

lies either below the CBM or in a region of low density of TiO2 conduction band states, which 

yields a much smaller electronic coupling than estimated with no solvent. 

In order to identify the cause of the large fluctuations in ELUMO - ECBM, we examine the time 

scale of the fluctuations as well as the timescale of solvent rotations (the latter is correlated with 

changes in the net surface dipole). The autocorrelation function of the relative dye LUMO 

positions for bulk solvation by acetonitrile is shown in Figure 7a and decays exponentially with a 

time constant of 56 fs. A very similar decay is observed for DMF (54 fs) and a modestly longer 

decay (110 fs) is observed for monolayer acetonitrile solvation (see ESI†). For comparison, the 

rotational autocorrelation functions of acetonitrile molecular dipoles were obtained by 

monitoring the time evolution of the C-N unit vector of each molecule to obtain the rotational 

autocorrelation:66 

Figure 7. Autocorrelation function (black points) for the relative shift of the ReMeC LUMO 
in acetonitrile fit (black line) to an exponential decay (a) and rotational autocorrelation 
functions of solvent, C(t), fit to bi-exponential decays for the bulk (black points and solid 
red line) and monolayer (blue points and dashed red line) acetonitrile molecular dipole 
rotation (b). The inset in (b) shows the Fourier transforms of the difference of the 
autocorrelation function in (b) and its bi-exponential fit for both bulk (black) and monolayer 
(blue) acetonitrile. 
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$�%� = 〈'��%�〉 = 12 〈3*+��,�%�� − 1〉 
where θ(t) = µ(0)·µ(t), and µ is the molecular C-N unit vector. Thus, for each configuration from 

the AIMD trajectory, µ was obtained for each acetonitrile molecule, and the autocorrelation 

function at each time point represents an average over both solvent molecules and time steps. 

These autocorrelation functions for bulk and monolayer acetonitrile are shown in Figure 7b and 

exhibit multi-exponential decays. Good fits are obtained to bi-exponential decays with fast (230 

fs for bulk and 180 fs for monolayer) and slow (4 ps for bulk and 27 ps for monolayer) 

components. Yet even the fast components are too long to correspond to the timescales of ELUMO 

- ECBM fluctuations. However, the periods of the oscillations overlaying the exponential decays 

are approximately 85-90 fs (see inset in Figure 7b). This timescale lies between the timescales 

observed for bulk (56 fs) and monolayer (110 fs) solvation. Visual analysis of the trajectory 

indicates that these fluctuations correspond to a wagging motion (or hindered rotation) of 

individual surface-bound acetonitrile molecules (see Figure 2b). This motion corresponds to low-

frequency normal modes of total system, wagging of the adsorbed molecules coupling to surface 

phonons. We therefore attribute the large fluctuations in ELUMO - ECBM to the wagging of the 

associated molecular dipoles. 

While a shift in the TiO2 conduction band due to acetonitrile adsorption has been noted 

previously,41 the large fluctuations of this shift due to thermal motions of the solvent molecules 

have not been noted and have implications for charge injection kinetics. While the timescale for 

these large fluctuations appear to be relatively fast (< 100 fs), the large shift indicates that (in this 

case) many configurations result in zero to very weak electronic coupling. The importance of 

these fluctuations will depend crucially on the average solvent-induced shift of the donor relative 

to the semiconductor CBM. In an extreme case, where the solvent has pushed the average donor 
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level well into the semiconductor bandgap, the dye must wait for relatively rare solvent 

fluctuations yielding significant coupling prior to charge injection. Since the timescale for such a 

rare fluctuation may be significantly longer than that of the actual electron transfer event itself, 

one may (in such a case) envision a transition into a solvent-driven Marcus theory picture where 

the timescales governing electron injection may be much slower than suggested by the electronic 

coupling strength estimated from calculations without solvent.63,64 In cases where the solvated 

donor level remains well within the semiconductor conduction band and/or the dye-

semiconductor coupling is particularly strong (such as for dyes with conjugated linkers), the 

direct influence of solvent on electron transfer will be less significant. 

4. Conclusions 

Our results clearly indicate that interfacial structural heterogeneity significantly affects dye-

semiconductor electronic coupling, with a concomitant influence on injection rates. In particular, 

heterogeneity arising from binding motif, conformational flexibility, and the presence of solvent 

all influence the extent of the electronic coupling. Binding to defect sites increases through-bond 

coupling, while conformational flexibility provided by insulating bridges may allow for dramatic 

fluctuations in the resulting through-space coupling. In contrast, solvent modifies dye-TiO2 

electronic coupling indirectly by changing the band alignment and therefore the number of TiO2 

conduction band states to which the dye can couple. Beyond static heterogeneity, thermal 

fluctuations also give rise to significant modulation in dye-TiO2 coupling. Thermal fluctuations 

of the dye, even within a given conformation, lead to changes in dye-substrate coupling spanning 

an order of magnitude, whereas thermal fluctuations of the surface-adsorbed solvent change the 

extent of band shifting.  
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The impact of conformational and thermal fluctuations on injection will also depend crucially 

on the timescale of these processes.67–69 The intrinsic timescale for electron injection (the 

shortest timescale observed experimentally) is approximately 0.1 ps. Fluctuations much more 

rapid than this characteristic injection time will be averaged out (yielding simple single-

exponential behavior), while slower fluctuations will give rise to multi-exponential kinetics.67 

The large-scale conformational transformations discussed in this contribution certainly fall into 

the latter category. In contrast, the timescales for the thermal (solvent or dye) fluctuations 

considered here using AIMD are on the same order of magnitude as the characteristic injection 

time. In the regime where the dye LUMO lies well within the TiO2 conduction band, these 

fluctuations may be largely averaged out. However, when the dye LUMO lies in the band gap 

(which is the case for the dyes studied here in the presence of solvent), rare thermal fluctuations 

are needed to give rise to bring donor and acceptor states into resonance and yield coupling 

strong enough for electron transfer. In this regime, analogous to Marcus theory of molecular 

electron transfer, although the fluctuations themselves are relatively fast, the probability of an 

effective fluctuation giving rise to electron transfer is low. In such a case, multi-exponential 

kinetics may arise from timescales of the various fluctuations (followed by rapid injection), 

rather than intrinsic heterogeneity in the injection process itself. 

In summary, our results suggest that the multi-exponential injection kinetics observed in 

experiments reflect a variety of factors, including not only variations in the inherent electron 

injection dynamics due to static structural heterogeneity, but also the timescales of associated 

conformational and solvent dynamics that lead to strong coupling and injection. We anticipate 

that these conclusions are largely transferable to other systems where understanding the effect of 
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interfacial heterogeneity on efficient charge transfer is crucial, such as photo- and electro-

catalysis and molecular electronics. 
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