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Classical Molecular Dynamics simulations describing electrostatic interactions only by point charges can be
augmented by the inclusion of atomic polarisabilities modelling charge flexibility. Two widely used models,
Drude oscillators and induced point-dipoles, are compared in a systematic study using their respective im-
plementations in CHARMM and AMBER. The question of necessity and importance of polarisable hydrogen
atoms is raised and two implementations, in an implicit or explicit manner, are compared to the case of
non-polarisable hydrogen atoms. For all these polarisability models, the strength of the respective atomic
polarisabilities was incremented in steps of ten percent up to their full values. The influence of polarisability
on the structure and dynamics of the ionic liquid EMIM⊕CF3SO

⊖

3 , which is chosen as a test case, is stud-
ied thoroughly. Using appropriate model functions, the respective dynamical and structural data are fitted.
Thus, a small set of parameters is deduced, which highlights the effect of polarisability. Generally, flexibility
of the charge distribution leads to enhanced fluidity and less pronounced structure. As this usually occurs
when adding a co-solvent to an ionic liquid, the inclusion of polarisability can be seen in much the same way
in that it acts like an inner solvent.

Keywords: ionic liquid, polarisability, molecular dynamics, Drude, point-dipole, simulation

I. INTRODUCTION

Computer simulations of soft matter have a long
tradition.1 In order to cope with the complexity of the
problem, i.e. system size, simulation length and suffi-
cient sampling, interaction potentials have to be designed
which are both, realistic as well as economic.2 For this
reason, the electrostatic part of interaction is tradition-
ally described by a set of permanent point charges.3 This
prohibits, however, the reaction of a molecular charge
distribution to changes of its environment. Recent years
have seen a development of models to introduce flexible
charge distributions, thus augmenting traditional molec-
ular mechanics force fields. Three principal methods have
evolved in the literature.4

On the one hand, the strength of the charges may fluc-
tuate within a molecule - constrained to a fixed net charge
- while keeping the positions of the charges at atomic
sites. This quite intuitive approach is usually called the
Fluctuating Charge Model (FCM).5–12 Unfortunately, its
application is limited by the molecular geometry. For ex-
ample, one cannot create out-of-plane charges in a planar
molecule.
On the other hand, the permanent charges may be

augmented by auxiliary charges or dipoles, the position
or orientation of which is reactive to the environment.
This idea has been realized in two concrete models: In-
duced Point-Dipoles (IPD)13–20 and Drude Oscillators
(DRU).21–27 In the first case, mathematical dipoles lo-
cated at atomic positions are calculated as a linear re-
sponse to the local electric field. In other words, the

a)Electronic mail: christian.schroeder@univie.ac.at

strength of the induced dipoles is governed by a linear
factor , i.e. the atomic polarisability. However, this im-
plies that the traditional treatment of electrostatics based
on point charges has to be extended to handle dipoles as
well.28,29 This initiated the idea of Drude oscillators: ad-
ditional pairs of opposite charges are attributed to each
atom. While one of these is united with the respective
atom, the other one is tethered by a flexible spring. Its
displacement is determined by the product of the atomic
polarisability times the local field. Thus, the Drude pair
creates an oscillating physical dipole.21,27

In this work, we aim for a critical comparison of the
IPD and DRU models. As a test system we have cho-
sen the molecular Ionic Liquid (IL) 1-ethyl-3-methyl-
imidazolium (EMIM⊕) triflate (CF3SO

⊖

3 ) (cf. Fig. 1).
In this class of soft matter every molecule carries a net
charge. This leads to extraordinarily strong local electric
fields, which in their turn create strong induced dipoles.
This makes this investigation of dual interest. On the
one hand, we are testing the IPD and DRU models up to
their methodic limits. On the other hand, we focus on a
system, where flexible electrostatics is essential.25,30

Implementing either the IPD or the DRU model is an
extensive endeavor and implies a lot of additional algo-
rithmic development.27 The local electric field inducing
the IPD or displacing the Drude charge does not only de-
pend on the permanent charges, but also on the field in

situ created by the other IPDs or Drude charges. There-
fore, they have to be calculated in a self-consistent cy-
cle. The final result of this process corresponds to the
minimum of the polarisation energy. However, such a
procedure is quite time-consuming. An economic alter-
native route is the Lagrange formalism,21 which treats
the IPDs or the positions of the Drude charges as ad-
ditional degrees of freedom, for which appropriate equa-
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3

0.5 fs was used in all simulations. All bonds contain-
ing hydrogen atoms were constrained using the SHAKE
algorithm38. The simulations were performed under peri-
odic boundary conditions. Consequently, all electrostatic
interactions were treated with the Particle Mesh Ewald
method39,40 using cubic splines of order 6 and a κ of
0.41 Å−1. A grid with a spacing of approximately 1 Å
was used in both cases. Instead of an SCF procedure
to minimise the polariation energy, the Lagrange formal-
ism was used with a dual thermostat keeping the system
temperature near 300 K and the inducible part of the
system below 1 K. The fictitious mass of the IPDs and
the Drude particles were both set to 0.2 amu. A uniform
Drude particle charge of qδ = 2 e was chosen. For the
thermostat settings, the respective program default set-
tings were used, i.e. Nosé-Hoover with τ=0.1 ps (300K)
and τ=5 fs (1 K) in CHARMM and Berendsen with both
τ set to 1 ps in AMBER.41–44

All analyses were carried out using a modified version
of MDAnalysis45. Voronoi tessellations were calculated
using the Voro++ library.46

B. Differences between CHARMM and AMBER

Before presenting the results, a brief summary of the
differences between the IPD implementation in AMBER
and the DRU implementation in CHARMM is given.

In the DRU model, the induced dipole moment ~µind
i,β

assigned to atom β of molecule i is given by the product

of the Drude charge qδ times the displacement ~di,β of
the two Drude particles. Speaking in terms of atomic
polarisabilities αβ , ~µ

ind
i,β is given by

~µind
i,β = αβ

~Ei,β . (1)

The principle equivalence between the IPD and Drude
models can be shown by the way the local electric field
~Ei,β acting on atom β of molecule i is computed. In the
Drude model, we have

~Ei,β = ~E0
i,β (2)

+ qδ
∑

j

∑

γ

{

~ri,β − ~rj,γ
| ~ri,β − ~rj,γ |3

−
~ri,β − (~rj,γ + ~dj,γ)

| ~ri,β − (~rj,γ + ~dj,γ) |3

}

,

where the summation runs over all Drude pairs γ of

molecule j located at ~rj,γ and ~rj,γ + ~dj,γ . The field ex-
erted by the permanent charges is given by

~E0
i,β =

∑

j

∑

γ

qj,γ
~ri,β − ~rj,γ

| ~ri,β − ~rj,γ |3
. (3)

For small displacements ~dj,γ , one can use the truncated

Taylor expansion

~ri,β − (~rj,γ + ~dj,γ)

| ~ri,β − (~rj,γ + ~dj,γ) |3
=

=
~ri,β − ~rj,γ

| ~ri,β − ~rj,γ |3
+

↔

T βγ (~ri,β − ~rj,γ) · ~dj,γ + . . . (4)

with the dipole-dipole tensor

↔

T βγ (~ri,β − ~rj,γ) = ~∇j,γ
~∇j,γ

1

| ~ri,β − ~rj,γ |
. (5)

Inserting Eq. 4 into Eq. 2 one gets

~Ei,β = ~E0
i,β +

∑

j

∑

γ

↔

T βγ (~ri,β − ~rj,γ) · ~µ
ind
j,γ , (6)

with the induced dipole ~µind
j,γ = qδ ~dj,γ . Eq. 6 describes

the IPD model. As long as the Taylor expansion in Eq.
4 is valid, it is equivalent to the Drude model in Eq. 2.
Although the pair of Drude charges represents a physical
dipole, it corresponds to a mathematical one, i.e. the
IPD model, for small displacements. According to Eq.
1, higher atomic polarisabilities induce higher dipole mo-
ments in the IPD model or larger displacements in the
Drude model. This deteriorates the validity of Eq. 4
and inevitably leads to deviations between physical and
mathematical dipoles.
Simulations of polarisable systems may be prone to in-

stabilities, if the short-range interaction between induced
dipoles is not dampened. The Thole algorithm31 pro-
vides a framework to achieve this and is implemented in
most simulation packages, but the respective functional
form and the threshold for its range may differ. Tab.
II of Ref. 47 lists the most frequently used forms of
Thole functions φ(r). The default settings of AMBER
and CHARMM, which are φ1(r) or φ3(r), respectively,
were used for the simulations presented here. AMBER
would offer the possibility to use the same functional form
φ3(r), but CHARMM and AMBER would still differ with
respect to the threshold of the range of the Thole func-
tions. Because of this, the default settings of CHARMM
and AMBER were kept.
As the Lagrange formalism requires a dual thermostat,

as discussed above, and CHARMM and AMBER differ
considerably in this regard, this may also be a source
of differences. The elaborate Nosé-Hoover thermostat
was used in CHARMM, which reliably kept both tem-
perature baths close to the desired mean values. The
Berendsen thermostat used in AMBER was not so ac-
curate in this regard. At the highest levels of atomic
polarisability, there was some heat exchange between the
two baths with some flow of kinetic energy towards the
induced dipoles, raising the temperature to a few K. This
had a slight influence on the dynamics of the respective
systems. Other parameters than the default settings did
not improve this either. Therefore, we kept the default
setting for all systems to maintain consistency.
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5

CHARMM AMBER

no H impl H no H impl H expl H

scale D⊕ τ⊕
avg η⊕ D⊕ τ⊕

avg η⊕ D⊕ τ⊕
avg η⊕ D⊕ τ⊕

avg η⊕ D⊕ τ⊕
avg η⊕

0.0 2.16 625 71.3 2.24 643 66.9
0.1 2.26 600 68.2 2.40 609 61.6 2.62 568 56.1 2.55 577 57.8 2.57 569 57.7
0.2 2.49 585 59.9 2.52 547 60.7 2.43 566 63.0 2.56 558 58.7 2.76 522 54.1
0.3 2.76 516 54.4 2.77 510 54.4 2.63 575 55.5 2.80 527 52.7 3.13 464 47.6
0.4 2.93 534 49.0 3.00 503 48.7 2.82 544 51.5 3.03 502 48.1 3.58 431 40.4
0.5 2.97 510 49.1 3.51 448 40.8 3.01 499 48.5 3.22 466 45.4 4.00 412 34.9
0.6 3.21 493 44.5 3.46 443 41.8 3.18 492 45.2 3.56 434 40.5 4.26 380 33.1
0.7 3.44 472 40.9 3.88 410 36.6 3.49 478 39.9 4.19 393 33.3 4.82 353 28.5
0.8 3.39 434 43.5 4.15 369 34.9 4.39 379 31.7 5.76 304 23.5 5.97 283 23.1
0.9 3.63 418 40.1 4.23 345 35.2 4.34 394 31.6 5.62 299 24.6 6.03 288 22.6
1.0 4.08 412 33.9 5.49 314 24.9 4.24 423 31.6 6.36 297 20.5 6.29 284 21.3

TABLE II. The pseudo-viscosity η⊕ calculated from D⊕ and τ⊕
avg of the cation EMIM⊕ using Eq. 12. D⊕ is given in units of

10−11 m2 s−1, τ⊕
avg in units of ps and η⊕ in units of mPa s.

Kohlrausch-William-Watts (KWW) function of the form

〈~µi(t) · ~µi(0)〉

〈~µi(0)2〉
∼= e−(t/τ)β . (8)

This type of stretched exponential function characterises
the diversity of dynamical processes by a single parame-
ter β. Furthermore, an average τ can be obtained by the
analytical expression

τavg =
τ

β
Γ

(

1

β

)

, (9)

where Γ is the gamma function. The respective fit pa-
rameters are collected in Tabs. S1 and S2 in the Sup-
plementary Material. Graphs of the results from the
non-polarisable simulations and those performed at full
strength of the respective polarisability models are shown
in Fig. 2. As a general rule, dynamics is accelerated with
increasing polarisability and a clear pattern can be found.
First, AMBER and CHARMM yield equivalent results
for the non-polarisable force field, both, in translation
and rotation. Second, comparing the DRU and IPD po-
larisation models for the case of non-polarisable hydrogen
atoms in terms of their implementation in CHARMM and
AMBER, one still finds almost equivalent results. Third,
upon implicit inclusion of hydrogen polarisability, i.e. ab-
sorbing it into the respective neighboring carbon atom,
the results of CHARMM and AMBER start to deviate.
As can be seen from Tab. I, the implicit hydrogen model
leads to very high polarisabilities of the carbon atoms,
in some cases even exceeding that of sulfur. Considering
Eqs. 1 - 6, it is shown that the DRU and IPD mod-
els must deviate beyond some threshold of polarisability.
This seems to be the case here. Within AMBER, how-
ever, it does not matter whether hydrogen polarisability
is modelled implicitly or explicitly, as both give equiva-
lent results. Anyway, inclusion of hydrogen polarisability
considerably raises the total sum of atomic polarisabili-
ties, simply because of their large number (cf. Tab. I).
As a consequence, dynamics is accelerated accordingly.

The pattern described above can be found as well in the
cases of pair dynamics and cage dynamics (see Fig. 3).
Pair dynamics48 is characterised by the mean square dis-
placement of the center-of-mass distance of two molecules
i and j

〈[~Rij(t)− ~Rij(0)]
2〉 =

〈[~Ri(t)− ~Ri(0)]
2〉+ 〈[~Rj(t)− ~Rj(0)]

2〉 (10)

− 2〈[~Ri(t)− ~Ri(0)] · [~Rj(t)− ~Rj(0)]〉.

Again, the functional form given in Eq. 7 was used for
fitting. The resulting parameters are collected in Tabs.
S3 and S4 in the Supplementary Material. The data show
clearly that the pair diffusion coefficient Dij is the sum of
the respective self diffusion coefficients Dij = Di + Dj .
In other words, the cross-term appearing in Eq. 10 is
negligible.48 It is important to note, that this additiv-
ity holds for all polarisation models across all scales (cf.
Tabs. S3 and S4 in the Supplementary Material). Com-
bined with earlier findings,48 the disappearance of cross-
terms in the pair dynamics of binary ionic liquids seems
to be a general rule. This is of importance for model
theories of pair dynamics based on this assumption, e.g.
model theories of the Nuclear Overhauser Effect in NMR
spectroscopy.48,50

By cage dynamics, the relaxation of the solvation shell
of a reference molecule is meant. In this case, the solva-
tion shell is defined as the first Voronoi shell,46,51 com-
prising all molecules with Delaunay distance one. A bi-
nary observable n(t) is defined, depending on whether
a molecule is at time t a member of a given Voronoi
cage or not. The respective time correlation function
〈n(0)n(t)〉 is shown in Fig. 3. The initial value of this
residence function is the average coordination number
〈CN〉, i.e. the average number of particles located within
the first solvation shell. After subtracting the steady-
state asymptotic value a0, the integral is the mean resi-
dence time τcage. The fit function51

〈n(0)n(t)〉 ∼= a1 e−t/τ1 +(〈CN〉−a1) e
−(t/τ2)

β

+a0 (11)
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(IPD) as implemented in CHARMM and AMBER, re-
spectively as well as the special influence of hydrogen
polarisability.

Concerning the variation of the polarisability, the to-
tal sum of polarisabilities of an ion pair turned out to
be the common scale for the various polarisability mod-
els. The general influence of polarisability is to make
the liquid more fluid and less structured. The effect on
dynamics can be rationalized by introducing a common
scaling factor η⊕, derived from hydrodynamical relation-
ships involving the cationic diffusion coefficient D⊕ and
reorientational time τ⊕avg. As the variation of many dy-
namical observables with increasing polarisability can be
mapped to corresponding changes in η⊕, it may serve as a
central quantity representing dynamics. The systematic
loss of structure was quantified using the charge ordering
function Q(r) as a measure of alternating charge layers.
Its behaviour upon raising the polarisability can be char-
acterised by a pair of parameters, the damping factor 1/σ
and the wavelength λ. From these parameters one can
read, that the alternating charge layers increase in width.
This partial penetration reduces maxima and minima of
Q(r). Thus, an increase in polarisability creates screen-
ing of electrostatic interaction and leads to a loss of long-
range order. However, inclusion of polarisability does not
change the short-range structural features of the liquid
in a qualitative manner. In fact, these features are only
less pronounced due to the aforementioned electrostatic
screening. Both the damping of the structure as well
as the increase in dynamics may be attributed to this
screening. As the molecular packing becomes looser and
the particles gain more freedom to move, dynamics is ac-
celerated significantly, but the accessible configurations
remain quite the same.

When comparing the different hydrogen polarisability
models - non-polarisable, explicitly polarisable or implic-
itly polarisable hydrogen atoms - the importance of their
inclusion becomes obvious. The way of inclusion - ex-
plicitly or implicitly - is not so important. This opens up
the possibility to include hydrogen polarisability in the
DRU model, where explicitly polarisable hydrogen atoms
are methodically unfeasible. As the inclusion of hydro-
gens raises the total sum of polarisabilities, the effects
on structure and dynamics described above are further
increased according to this common scale.

With respect to the method of implementing polaris-
ability - the DRU model in CHARMM or the IPD model
in AMBER - it could be shown, that both models are
equivalent at least in a qualitative sense. Trends in all ob-
servables are highly similar, although the results begin to
deviate at the highest polarisability levels. This is most
obvious, when comparing the implicit hydrogen model,
where the highest atomic polarisabilities are achieved,
between CHARMM and AMBER. Generally, the IPD
model in AMBER seems to have a slightly higher impact
on the observables described here.

In addition to the principle equivalence of the Drude
oscillator and the induced point-dipole models, the inclu-

sion of polarisability in general may be seen as adding an
inner solvent or co-solvent, in that via screening electro-
static interactions, dynamics is accelerated and structure
is loosened.
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