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Abstract.  

The amorphous titanium dioxide (a-TiO2) has drawn attention recently due to the finding on its 

promise for coating conventional photoelectrodes for corrosion protection while still allowing 

the holes to transport to the surface. The mechanism of the hole conductivity at a level much 

higher than the edge of valence band is still a mystery.  In this work, an amorphous TiO2 model 

is obtained from molecular dynamics employing the “melt-and-quench” technique. The 

electronic properties, polaronic states and hole conduction mechanism in amorphous structure 

were investigated by means of density functional theory with Hubbard’s energy correction 

(DFT+U) and compared to those in crystal (rutile) TiO2. The formation energy of oxygen 

vacancy was found to reduce significantly (by a few eV) upon the amorphization. Our theoretical 

study suggested that the oxygen vacancies and their defect states provide hopping channels 

which are comparable with experimental observations and could be responsible for the hole 

conduction in the “leaky” TiO2 recently discovered for the photochemical water-splitting 

applications.  

 

Keywords. charge transfer, transition metal oxides, polarons, defect states, electronic structure, 

Marcus theory, DFT+U, HSE06, titanium dioxide 
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 2

1. Introduction 

In the last decade, titanium dioxide (TiO2) has been one of the most studied materials due 

to its low cost, light weight, eco-friendliness and long-term stability to be used in photosynthesis, 

solar cells, electrochromic devices, rechargeable batteries, hydrogen storage and sensors 1, 2. 

While the crystal TiO2, including rutile, anatase, and brookite, have been extensively studied for 

their electronic structures, defect levels and polaron formations 3-7, the studies for the amorphous 

polymorph are relatively rare 8-11. However, it is the amorphousness that sometimes plays crucial 

roles in particular applications 12, 13. For instance, in actual technical applications, amorphous 

TiO2 has been widely used, either as an active photocatalyst, substrate, or protection layer 14-20. 

The electronic structures, optical properties, carrier dynamics and defect properties of such a 

system are obviously functions of the structural characterization. It is thus necessary to 

understand the role of amorphousness in TiO2, in addition to its crystal counterparts. In this 

work, we perform ab initio calculations to study the electronic structure, native defect formation 

energies and polaronic states of amorphous TiO2, and compare them to those in crystal TiO2 

(rutile TiO2). The presence of defects can play critical role in the materials’ application, while 

the formation energies of such defects, and their electronic structures can be very different 

between bulk and amorphous structures. Similarly, it has been found that the hole in some TiO2 

crystalline polymorhs could form deep localized polaron 21, 22. Therefore, it would be interesting 

to investigate its counterpart in the amorphous TiO2. In another example, it was found recently 

that amorphous TiO2 could be used as a “leaky” protection layer for photo-induced water 

splitting 23. While protecting the light-absorbing photoanode from corrosion, it can conduct hole 

carriers, perhaps through some defect levels. This discovery is an important technologically 

breakthrough since the adoption of such anode protection layer can enable the uses of many 

conventional semiconductors for water splitting applications. Nevertheless, the exact mechanism 

for such hole conductivity is not clearly understood. Thus a study of the defect levels in such a 

system might help to shed light for this particularly important issue.    

The study of the amorphous TiO2 is nontrivial because the atomic structure itself is 

challenging to define. Here, following the previous literature, we will use the molecular 

dynamics method (MD) to construct the atomic structure of a model amorphous TiO2. This 

model structure yields the same atom-atom correlation function as the experimentally obtained 

ones while losing the long-range order of the crystal structure. The electronic structure of the 
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 3

model system is then studied by means of density functional theory (DFT). This includes the 

hybrid functional (HSE06) 24 and the GGA+U 25 with the U parameter obtained from previous 

crystal TiO2 calculations.  While the possible error in using DFT to describe the electronic 

structure is well known, we have compared the results of crystal rutile TiO2 (r-TiO2) with those 

of amorphous TiO2 (a-TiO2), thus reduced the potential uncertainty by looking at their 

differences. Such comparison also provides us with insights why some applications are necessary 

for the system to be in the amorphous structure. Whenever possible, we have also applied the 

HSE06 calculation which is believed to be more reliable than the GGA+U, but with much higher 

computational cost. Through our ab initio calculations, we found that: (i) Unlike the covalent 

bond semiconductors, e.g., GaAsN, a “good” amorphous TiO2 can be readily formed through 

MD, indicating easy kinetic process in forming such systems; (ii) The so formed amorphous 

TiO2 has a clean band gap which is slightly wider than that of the rutile TiO2. No tail density of 

state (DOS) is found despite of the fact that the band edge states are localized; (iii) The hole 

polaron can be formed with a higher polaron formation energy than that in rutile TiO2;  (iv) The 

O vacancy formation energy in amorphous TiO2 can be a few eV lower than its crystal 

counterparts, indicates the possible prominence of such native defect; (v) Lastly, the 

investigation of electronic structures and the calculations of charge transfer rate by the Marcus 

theory suggested that the O defect state can be a potential candidate for the hole transport 

channels in the “leaky” amorphous TiO2.  

 

2. Computational Details 

We used classical potential molecular dynamics (MD) method to obtain the amorphous 

model of titanium dioxide. The interatomic interactions between Ti-Ti, Ti-O and O-O pairs are 

characterized by the Matsui-Akaogi force field 26, which has shown to reproduce well the 

structural properties of crystalline TiO2, as well as the liquid and amorphous forms 27. The 

potential energy of this Matsui-Akaogi force field is described as a sum of pair interaction 

contributions representing the Coulomb, dispersion and repulsion interactions. 

The amorphousness was produced using the “melt-and-quench” technique. First, the TiO2 

crystals were heated up to high temperatures (4000K, which is far above the melting point 2116 

K of TiO2 crystals) until the crystals completely lose their structural memory. This was then 

followed by slowly cooling to room temperature that allows the formation of the amorphous 
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phase. In this work, various structures (rutile, anatase, brookite) were considered as the input 

configurations for the production of the amorphous polymorph. The heating and cooling 

processes were computationally conducted with a temperature increasing/decreasing step of 

200K. The time step for the MD simulations is 1 fs. At each temperature step (during the heating, 

as well as the cooling), the sample is equilibrated for 100 ps using the isothermal-isobaric 

ensemble (NPT). The obtained structures (amorphous) were then used for further atomic 

relaxation by means of first-principles calculations. 

Density functional theory (DFT), 28 as implemented in the Vienna ab initio Simulation 

Package (VASP), 29 was employed to perform the first-principles calculations. Mostly 

calculations used the electron projector-augmented wave methods 30 with the PBE  generalized 

gradient approximation (GGA)  exchange–correlation 31, plus an onsite Ti d state U correction 

(DFT+U, or say GGA+U) 25. A plane-wave cut-off of 400 eV was used and the magnetic 

moment was accounted for by performing spin-polarized energy calculations. The value of U = 

4.2 was used for the on-site Coulomb correction to the Ti 3d states, which was shown to 

successfully describe the electronic properties and defect states in crystalline titanium dioxide 32-

34. For the k-space sampling, we used a 2x2x3 Monkhorst-Pack grid 35 for the 216-atom 

supercells (both r-TiO2 and a-TiO2) and a 4x4x4 grid for the 72-atom supercell (r-TiO2). In case 

of hybrid calculations (HSE06), a single k-point (1x1x1) was used. 

The formation energy of one oxygen vacancy with charge state q is calculated as follows 36, 

37: 

∆�(���) = 	(���) − 	(��
��) + �
� (	� + ��) + �(���� + 	� + ∆�)   (1) 

where 	(���)	and 	(��
��)	are the total energies of the supercell with and without the oxygen 

vacancy. µO is the elemental chemical potential of oxygen, referenced to the total energy 	� of 

its pure gas state (isolated O2). Due to the well-known error in DFT calculation of O2 binding 

energy 38, we therefore apply a corrected value ∆	����� = 1.42	
�/$� to EO, by taking the 

difference between our DFT calculated binding energy of O2 (-6.65 eV) with the experimental 

one (-5.23 eV) 39. In this work our calculations were performed in oxygen-rich conditions, i.e. ��  

= 0. 	� is the Fermi energy level referenced to the valence band maximum (VBM) eigenenergy 

of the initial TiO2 system, ����. The term ∆� is added for the correction of the electrostatic 

interaction caused by the limited size of the supercell, obtained by taking the shifting of the Ti 1s 
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 5

core-level energies of a Ti atom far away from the O vacancy in the TiO2 supercells with the 

neutral and charged defect states. 

 

3. Results and Discussions 

3.1. Structural characterization and effects of amorphousness on the band structure 

 

 

Figure 1. Radial distribution functions g(r) for a) O-O, b) Ti-O and c) Ti-Ti pairs of the 

amorphous (a-TiO2) and rutile (r-TiO2) models at 300K, using the Matsui-Akaogi force field. 

The experimental data for sputtered TiO2 amorphous layers were taken from reference 15.  

 

 

Figure 2.  Coordination number distribution in amorphous TiO2 model for a) Titanium and b) 

Oxygen. The cutoff distance for calculating the neighbors r = 2.6 Å. c) Final relaxed structure of 

the amorphous TiO2 (obtained from “melt-and-quench” of the 216-atom rutile system), after 

atomic relaxation using DFT+U. Red sphere – O, blue – Ti.  
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 6

 

The radial distribution functions (RDF) for O-O, Ti-O and Ti-Ti pairs of the amorphous 

structure are presented in the Figure 1. Different starting crystals were initially used for the 

“melt-and-quench” process, including rutile, anatase and brookite supercells (containing 216, 

216 and 192 atoms, repectively). Besides, the “melt-and-quench” was also tested on an arbitrary 

structure of 192 atoms with Ti:O stoichiometric ratio of 1:2, in which the initial atomic positions 

are randomly distributed. It showed that final amorphous structures, obtained from different 

initial TiO2 configurations, have identical structural characteristics. This confirmed that the 

melting process has completely eliminated the structural memory and the amorphous model is 

independent of its input structures. The RDF and peaks shown in Figure 1 are quite comparable 

with the experimental measurements on sputtered TiO2 amorphous layers 15. In addition, our 

calculations also match the results reported previously by Hoang et al. using the same potential 
27.  
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 8

 

Figure 3. (a-d) Density of states of rutile and amorphous TiO2 calculated using DFT+U and 

HSE06. (e-h) Band decomposed wave function isosurfaces of the band edge states in amorphous 

TiO2 (results displayed for DFT+U).  

 

It was seen that the amorphous TiO2 model consists of staggered chains of Ti-centered 

octahedra sharing either the edge or the corner (Figure 2c), i.e. the local Ti-O bonding is 

preserved. In other words, most of Ti is surrounded by six O atoms and each O commonly has 

three Ti neighbors. However, there is a certain amount of Ti with 5-fold or 7-fold coordination; 

and similarly, O with “non-perfect” coordination number (2-fold or 4-fold coordinated), as seen 

in the Figure 2. This observation was also previously reported from both computational and 

experimental measurements 13, 15, 27, 40. In addition, further charge analysis by the Bader method 
41, 42 based on DFT+U calculations revealed that the strong charge transfer between Ti cations 

and O anions is preserved, and this could be the driving force for preservation of the nearest 

neighbor Ti-O bonding in the amorphous phase. 

The calculations on electronic properties of amorphous TiO2 to this end will be performed 

on the sample obtained from “melt-and-quench” of a rutile supercell (216 atoms), and for the 

comparison purpose we used two rutile supercells (with 72 and 216 atoms) to study the 

electronic properties of TiO2 crystal. Interestingly, the amorphous TiO2 has a clean band gap 
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 9

(Figure 3), despite the noticeable structural disorder and non-perfect coordination numbers. This 

is in contrast with the situation in covalent bonded semiconductors, e.g. GaAsN, where a good 

amorphous structure is difficult to obtain from molecular dynamics simulation, and non-perfect 

coordination often lead to band gap states 12. This is also consistent with the conclusion from 

recent theoretical studies that amorphization introduces deep defect states or carrier-

recombination centers in covalent systems but not in ionic materials 43. Similar to crystalline 

TiO2, the conduction band edge in amorphous structure is derived from Ti 3d orbitals and the 

valence band maximum consists mostly of the O 2p orbitals. To correct the well-known band gap 

underestimation by GGA, we performed additional calculations with the non-local hybrid 

functional (HSE06) 24, using the pre-optimized structure from the  DFT+U method. The band 

gap of amorphous TiO2 obtained by the HSE06 method is 3.2 eV, that agrees with experimental 

data reported for its optical gap between 3.2 – 3.4 eV 44-47. The hybrid calculation for rutile band 

gap (2.91 eV) is also close to that from experimental measurements (3.06 eV) 48. Figure 3, 

nevertheless, indicates that the charge delocalization of the band edges is strongly affected by the 

long-range structural disorder. Both the top of the valence band and the bottom of the conduction 

band are confined to certain regions in the supercell, instead of being delocalized all over the 

cell. This is consistent with theoretical observations previously reported for amorphous TiO2 and 

GaN 10, 11, 17, 49. Also, it is believed that the characterization of the band edges would play an 

essential role in establishing the polaronic or band-like natures of charge carriers 50. 

 

3.2. Trapping of holes and the polaronic states in the amorphous TiO2 

The hole in the defect-free system is simulated by removing one electron from the valence 

band maximum, while the charge neutrality is maintained by a compensating uniform charge 

background. Despite the localization of VBM as seen in Figure 3, this free hole, without the 

structural re-optimization, still spreads out over a major part of the supercell and no mid-gap 

state was induced (Figure 4a). When the structural relaxation is allowed, we found that the hole 

polaron could be formed quite naturally (without the help of initial lattice displacement) and this 

gives rise to a clear mid-gap state of approximately 0.6 eV above the valence band (Figure 4c). 

Generally in crystal, the localization of charge carrier in crystals requires an initial structural 

perturbation in order to break the symmetry and trigger the polaronic trapping; otherwise the 

lattice relaxation will end up in a local minimum with the free (delocalized) charge carrier 51-53.  
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In crystalline TiO2 such as rutile and anatase, it is expected that the deep trapping of the 

charge carriers, if formed, is usually located on single Ti or O, subsequently form small polarons 
3, 22, 32. The self-trapped hole in the amorphous phase, as seen in Figure 4c however, could be 

localized on several O anions, instead of a single O. In other words, there could be a tendency for 

large hole polarons to form in the amorphous phase. This of course is aided by the original 

localization of the VBM state in the amorphous phase before atomic relaxation. In a way, the 

exact definition of the polaron state is a bit blur here due to the lack of true extended state even 

before atomic relaxation. The existence of this “molecular polaron” (weak polaron) has been 

reported by either theoretical investigations or experimental measurements in several oxides, 

including anatase TiO2, doped BaTiO3, KNbO3 and SiO2 
54-57.     

The self-trap energy EST of the polaronic hole is defined as the difference between the 

initial atomic structure energy (with the free/delocalized hole) and the energy of atomic relaxed 

system with the localized hole. Using the same U parameter in the DFT+U calculations 

(U[Tid]=4.2), the self-trap energies for the hole in the amorphous and rutile TiO2 were calculated 

as -1.3 and +0.5 eV, respectively. The positive value obtained for rutile, within this framework, 

suggests that the localization of the hole could be one of local minima instead of the global one. 

With the help of structural distortion to break the symmetry, the free (delocalized) charge can be 

forced to partially localize at some O atom and this induces a tail state on the valence band 

(Figure 4d). In a separate calculation, further incorporation of U[Op]=5.25 3 yields a stronger 

localization of hole for the rutile crystal but the self-trap energy is still slightly positive (+85 

meV). However, some theoretical works have shown the formation of hole polaron both at the 

surface and in the doped bulk rutile TiO2 
58-61. But it was also proposed that acceptor states could 

be deep in anatase but are shallow in rutile 21, 62; in addition, the self-trapped and delocalized 

hole states could be energetically comparable 59, 63. Our DFT+U results here are supportive of the 

shallow rutile polaron hypothesis. 

Our calculations therefore have suggested the trend that the self-trap energy of hole in 

amorphous structure is much larger than its rutile counterpart. There could be several reasons for 

this observation. Firstly, the VBM of a-TiO2 before atomic relaxation is somehow already 

localized. Thus, further localization will not cause much kinetic energy due to wave function 

confinement 53. Secondly, the chemical bonds near the VBM state might not be as strong as those 

in the crystal structure. The relative imperfect and hence loose chemical bonds result in more 
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pronounced atomic relaxations, therefore deepens the trapping energy. The effective volume of 

wave function (�%�&' = 1/ (|*%�&'(+)|, -.+) for the hole states before and after the atomic 

relaxations are 66.2 and 5.6 Å3, respectively. This indicated a significant localization of charge 

as a result of structural optimization. The hole wave functions are also shown as insets in Figure 

4. 

 

 

Figure 4. a) Density of states for amorphous and rutile TiO2 with a hole in the supercell (one 

electron is removed from the volume of the supercell): a) a-TiO2 before the lattice relaxation, b) 

r-TiO2 before the lattice relaxation, c) a-TiO2 after the lattice relaxation, and d) r-TiO2 after the 

lattice distortion and subsequent optimiztion. The insets show the charge density isosurfaces of 

the hole states in correspoding systems. Blue sphere denotes Ti and red sphere - O.   

 

3.3. Oxygen vacancy defect states in amorphous TiO2 

We have calculated the oxygen vacancy formation energy ��/ in different TiO2 phases (in 

the oxygen-rich condition) and the comparison is presented in the Table 1. It was shown that the 

formation of ��/ in the amorphous structure is energetically much more favorable. Surprisingly, 
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the formation energy in a-TiO2 could be lower by as much as 3 or 4 eV, compared to that in 

crystalline TiO2. This is probably due to the intrinsic bonding frustration in the amorphous 

structure 64. However, the ∆�(��/) value could be different from site to site. We observed that 

the oxygen atoms, at which the VBM state is localized (as shown in Figure 3d), are the most 

favorable sites for the vacancy formation (which are the values presented in Table 1). Consider 

however that our supercell consists of only 216 atoms (144 oxygen sites), such favorable sites 

are rather abundant. Our calculations also indicated that the formation of the bi-vacancy (two 

vacancies at nearest neighboring sites) could be energetically favorable, compared to two 

separate vacancies, in TiO2 crystal (rutile). However, it is not necessarily the case in a-TiO2, 

where we found a positive binding energy of vacancies to form the bi-vacancy. 

The calculated O vacancy formation energies ∆�(���) for different charge state q in the 

amorphous and rutile supercells are plotted in the Figure 5 as a function of Fermi energy 

(shifting from the valence band maximum, EF = 0). It indicated that the oxygen vacancy could 

exist in three charge states (neutral, +1 and +2) in amorphous TiO2, as well as in rutile. At Fermi 

levels near the VBM, the positively charged ��0� and ��0�	could form spontaneously in 

amorphous TiO2. When the Fermi energy increases, the formation energy of the positively 

charged defect increases, until the transaction to the neutral state occurs. The transitions from ��/ 

to ��0� (denoted as �//0�) and from ��0� to ��0� (�0�/0�) were all observed within the band gap 

(Figure 5) for both phases (amorphous and rutile). In the amorphous structure, these turning 

points (both �//0� and �0�/0�) are deeper below the CBM, compared to those in the rutile.  

 

Table 1. Formation energy of the neutral-charged oxygen vacancy 123  in different phase of TiO2 

at oxygen-rich conditions, using DFT+U method 

rutile anatase brookite amorphous 

∆�(��/), eV 5.59 4.42 5.20 1.35 
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Figure 5. Formation energy of oxygen vacancy at different charge states in: a) amorphous and b) 

rutile titanium dioxide (DFT+U calculations). The oxygen-rich conditions were used in the 

equation (1) 

 

Herein we present further analysis on the mid-gap states induced by vacancies ��/, 	��0� 

and ��0�	in Figure 6. The removal of one neutral oxygen results in two unbound electrons and it 

was commonly accepted that these excess electrons are localized on surrounding Ti sites and 

subsequently form Ti3+ in rutile and anatase, i.e. the (neutral) oxygen vacancy comes in complex 

with two Ti3+ sites 64, 65. The corresponding Ti3+ peaks have been observed at 1.2 eV and 0.75 eV 

below the CBM in rutile 5. Similarly, deep traps 0.9 eV and 0.5 eV below the conduction band 

edge, identified with transient spectroscopy, were also reported in anatase 66. According to our 

DFT+U calculations, the mid-gap states in reduced amorphous TiO2 are located at 1.9 and 1.6 eV 

below the conduction band minimum (Figure 6b). The locations of these impurity states within 

the band gap were further confirmed by performing additional HSE06 calculations (for the 

correction of the band gap) and it showed that the peaks are at 1.7 and 1.6 eV below the CBM, 

consistent with the DFT+U results. Thus, our calculated amorphous TiO2 neutral O vacancy 

levels are deeper from the conduction band than the experimentally measured levels in rutile and 

anatase. However, this is consistent with the fact that our calculated VO
0/VO

+1 transition level in 

amorphous TiO2 is lower than that of rutile as shown in Figure 5 counting from the conduction 

band.   

If one occupied impurity electron is removed from the system, i.e. the vacancy now 

becomes ��0�, the impurity states are separated into two states (one occupied and one empty) 

with a significant energy gap, as displayed in Figure 6(c-d). The unoccupied level is initially 
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located near the conduction band edge if the ��/ state atomic position is used. After atomic 

relaxation, the empty state moves up in energy and subsequently merges into the conduction 

band. Meanwhile, the other occupied state stays at 1.9 eV below the CBM. When both of 

electrons are removed together with the oxygen (��0�), these unoccupied states could be seen in 

the band gap before the relaxation (Figure 6e). After the structural relaxation, these (empty) 

energy states are shifted up and merge with the conduction band and therefore return a clear band 

gap again. This finding is consistent with other oxides or ionic systems: when an ion is removed 

with its normal valence state (e.g., O2-), no gap state will exist after the structural relaxation 67.  

 

 

Figure 6. Density of states (from DFT+U calculations) of the amorphous TiO2 with the oxygen 

vacancy in different charge states (before and after structural relaxation): a-b) neutral vacancy, c-

d) vacancy with charge +1 and e-f) vacancy with charge +2  
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3.4 The defect induced hole conductivity in amorphous TiO2 

After the investigations of structure, polaron and defect states in amorphous TiO2, we 

now like to discuss the possible mechanisms of hole conduction in the “leaky” amorphous TiO2 

protection layer as reported in the recent discovery by Hu et al. 23. In fact, the mechanism of the 

hole conductivity reported in Ref. 23 was not clear. It was suspected that N and C impurities, or 

other defects related to amorphous TiO2 might play a role. One interesting phenomenon is the 

existence of a weak density of state peak in the X-ray induced electron emission spectrum 23. 

This peak is at approximately 1.5 eV above the top of valence band and in the order of 1% 

compared to the main peak. The reported secondary-ion mass spectrometry data counts for N and 

C indicate that they might be four orders of magnitudes smaller than that of Ti, thus perhaps too 

dilute to account for the 1% electronic density of state. Furthermore, it was reported that 23, the 

hole conduction was no longer observed after thermo annealing (also disappeared is the 1% 

defect density of state), while the N and C contents remain (although the 

crystallinity/amorphousness of the system might also have changed). All these prompt us to 

propose that the O vacancy in amorphous TiO2 could be one hole conduction channel. Due to the 

relative small formation energy as shown in Table 1 and Figure 5a, and the kinetic process in 

sputtering such thin film, the neutral O vacancy can be formed, perhaps with a concentration 

around 1%. Many of the oxides can have such small off-stoichiometry, especially the oxygen 

deficit. Since the TiO2 amorphous thin film is n-type, the O vacancy should be in neutral state. 

Our calculation shows that (Figure 6b) such O vacancy can produce occupied impurity density of 

states above the VBM. Note that, our calculated impurity states shown in Figure 6b is too close 

to the VBM compared to the X-ray photoelectron emission measured impurity density of state 

(which is about 1.5 eV above the VBM 23). However, when we compared with such X-ray 

induced electron emission spectrum, we should really compare the average of the density of 

states of VO
0 and VO

1+ (before and after the electron has been emitted, and both at the VO
0 atomic 

structure); in other words, taking the average of the higher peaks in Figure 6b and Figure 6c. As 

a result, the averaged peak should be around 1.5 eV above VBM, hence in good agreement with 

the experimental data (one can also take the total energy difference before and after removing 

one electron from the impurity state with the VO
0 atomic structure, such result is usually very 

close to the above averaging procedure). As for the disappearance of impurity state and the hole 

conductivity after thermal annealing, one natural interpretation is the filling of such O vacancy 
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during the thermal annealing. In addition, one might also consider the direct polaron transport 

without the O vacancy; however, the polaron level might be too close to the VBM level. Besides, 

there is no defect impurity state within the gap without O vacancy, therefore inconsistent with 

the X-ray photoelectron emission data.  

In order to evaluate the extent of hole conductivity resulted from the O vacancies, we use 

the Marcus theory to study the hole hopping rate from one O vacancy to a neighboring one. 

Since we assume the vacancy concentration at about 1% (which is approximately the same 

amount as in our defect amorphous supercell), we can use the hopping from one O vacancy to its 

periodic image to estimate this transfer rate. The charge transfer rate 1/τ, according to the Marcus 

theory, could be calculated as follows 68, 69: 

56� = ���7 8
9:;<ℏ> exp B− C90DE6DFG>

,9:;< H     (2) 

where kB is the Boltzmann constant, ℏ is the Planck constant, T is temperature, λ is the 

reorganization energy of the system when the hole is transferred from one site to another, and Vc 

is the electronic coupling between two states involved in the transfer. In our work, this state-state 

coupling Vc was estimated from the impurity state k-point dispersion in a periodic box. 

According to a simple one band tight-binding model, the band energy difference between the 

supercell Γ and X points is 4Vc. The Ei and Ef represent the total energy of the system before and 

after the hole transfer between neighboring defect sites (in this specific case, we use Ef = Ei). 

Using a random walk formula in a square lattice, the carrier mobility µ can be given by 54: 

� = 6
J� (5K�L)⁄                                                  (3) 

here e is the elementary charge and b is the supercell lattice (which corresponds to the hopping 

distance in our calculation). 

 

Table 2. Hole transfer parameters and mobility via O-defect channel in amorphous TiO2 (room 

temperature). The DFT* and HSE06* calculations were performed using the pre-optimized 

structures by DFT+U (see main text for details).  

Calculation method λ, eV Vc, meV τ, ns µ, cm2 V-1s-1 

DFT+U 1.14 1.5 1856 2.5×10-6 
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DFT 0.23 2.6 0.04 1.1×10-1 

DFT* 0.24 2.4 0.05 0.9×10-1 

HSE06* 0.79 2.3 23 2.0×10-4 

 

 The calculated values of τ and µ for hole transfer via the O-defect channel in amorphous 

TiO2 at room temperature are tabulated in Table 2. According to Marcus theory, the transition 

rate depends sensitively on the reorganization energy λ. Here the λ due to the hole charge 

transfer is calculated as: ))(())(())(())(( 011
1

0
1 ONONONON VREVREVREVRE −+−

++

−−
, where EN-1 and 

EN are energies for N-1 electron and N electron (neutral) systems. N(��/) and N(���0) indicate the 

energies that are calculated at the relaxed atomic structures of the neutral and 1+ charged O 

vacancies, respectively. Our calculated λ and the resulting µ from the DFT+U (U=4.2 eV) and 

the DFT (GGA) results are very different. The DFT+U λ is 0.9 eV larger than the DFT result. 

This is because the DFT+U has a tendency to overestimate the wave function localization, while 

plain DFT tends to make the wave function delocalized. In this regard, the HSE06 should be a 

function that is more reliable. Therefore, we have also performed HSE06 calculations. However, 

it is quite computationally expensive to obtain the relaxed atomic structures using HSE06 for 

several-hundred-atom systems, thus we have estimated this λ using formula: 

))('())('())('())('( 011
1

0
1 ONONONON VREVREVREVRE −+−

++

−−
, and called the result λ* as indicated 

in Table 2. Here the R’ are the relaxed atomic positions taken from DFT+U calculations, while 

the energy EN-1 and EN are evaluated using self-consistent HSE06 calculations.  To test the 

accuracy of this procedure, we have used the same formula to calculate DFT λ, and the resulting 

DFT λ* and hole mobility are very similar to the original DFT values (Table 2). As a matter of 

fact, this can be a rather general procedure to evaluate the reorganization energy of a charge 

transfer process under an expensive functional using the atomic positions of another inexpensive 

calculation. To illustrate why this procedure is reliable, we offer the following explanation.  

      A schematic diagram for how to calculate the relaxation energy λ in a charge transfer 

problem is displayed in Figure 7. Note that, this diagram is slightly different from the 

conventional Marcus diagram, since when the hole hops from the EN-1 system to the EN one, both 

systems will relax and contribute to the reorganization energy. Assuming both EN-1 and EN have 
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a quadratic form of 
�
� O(N − N/)� at their corresponding minimum points R0, then the 

reorganization energy can be calculated as (Figure 7a):  

P = 	 	Q6�(R) − 	 	Q6�(S) + 	 	Q(T) − 	 	Q(U) = 	O∆N�                       (4) 

where ∆R is the position shift N(��/) − N(���0) or say between B and C (D and A) points. Now, 

if DFT+U atomic configurations are used (instead of the HSE06 ones), the A, B, C, D points are 

shifted to A’, B’, C’, D’ points as illustrated in Figure 7b. However, under the zeroth order 

approximation, it could be a good approximation that the A’, B’, C’, D’ are disturbed from their 

corresponding A, B, C, D positions by a common shift δ.  As a result, we have:  

P∗ = 	 	Q6�(RW) − 	 	Q6�(SW) + 	 	Q(TW) − 	 	Q(UW) 

																										= 	 �
� OX(∆N + Y)� − 	 Y�Z 	 + 	 �

� OX(∆N − Y)� − 	 Y�Z = 	O∆N�              (5) 

Thus λ and λ* come out to be identical.  

 

Our calculated λ* by the above HSE06* approach is 0.79 eV and the state-state coupling 

Vc is about 2.3 meV. As a result, the hole hopping time τ is 23 ns. This τ yields a mobility of 

2.0×10-4 cm2 V-1s-1 at room temperature. Unfortunately, experimental data on the mobility and 

hole transfer even in crystal TiO2 are quite limited 70. The hole mobility of undoped rutile TiO2 

measured by Odier et al. based on the Hall effect method is 0.1 (cm2 V-1s-1) at 1300K 71. 

Recently, Deskins et al. 54 have calculate the hole polaron mobility in rutile TiO2 as 0.16 (cm2 V-

1s-1) at 1300K, and 5.1×10-3 at 298K. Thus, our amorphous TiO2 mobility via the O vacancy 

channel is approximately only one order of magnitude smaller than the corresponding bulk 

crystal mobility. We believe that might be mobile enough to provide the hole leaky channel in 

the amorphous TiO2 protection layer. We also note that, there is a possibility to lower the total 

energy (raise the hole level) a little bit after each charge transfer (Ef - Ei < 0 in Eq. 2). That can 

significantly enhance the transition rate at the expense of losing some potential after the charge 

transport.  
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Figure 7. Schematic diagram for calculations of hole-transfer reorganization energy λ. The EN-1 

and EN correspond to states with and without a hole (neutral charge), respectively. a) Both final 

configurations before and after charge transfer are the ground states. ∆R is the structural 

relaxation due to the presence of one hole. This scheme corresponds to cases of fully relaxed 

structures for a given energy functional, as used in regular DFT and DFT+U calculations. b) All 

configurations before and after charge transfer are shifted from the ground states by a value δ. 

This scheme corresponds to cases of DFT* and HSE06* in Table 2, in which the pre-optimized 

structures from DFT+U are used for the energy calculations.  

 

4. Conclusions  

In summary, we have investigated the possible mechanism of hole conduction in 

amorphous TiO2 via defect states. We have proposed that the amorphization and the favorable 

formation of oxygen vacancy in a-TiO2 could promote the hole transport. Specifically, the O 

defect state could serve as a hole transfer channel at about 1-1.5 eV above the VBM and be 
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responsible for the good conductivity in the recently discovered “leaky” ALD-TiO2 coating layer 

for water-splitting photoanodes 23.  

In the amorphous TiO2 structure, the nearest neighbor Ti-O bonding and local octahedral 

configurations are preserved. The long-range disorder and imperfect coordination of Ti and O do 

not induce defect states in the band gap but have effects on the localization of band edge states. 

The trapping of holes can occur naturally without initial lattice distortion. The structural disorder 

upon amorphization results in a substantial reduction of O vacancy formation energy; as a result, 

the O vacancy in amorphous TiO2 could be much more abundant than its crystal counterparts. 

The neutral O vacancy is a deep donor in amorphous TiO2. The calculated O vacancy 

photoemission peak should be in the range of 1-1.5 eV above the edge of valence band, in good 

agreement with the experimentally measured X-ray emission data for the impurity states 23. At 

around 1% O vacancy concentration, the estimated hole mobility via the O vacancy channel is 

about 10 times lower than the hole polaron mobility in bulk rutile TiO2. Thus, we believe the O 

vacancy is capable of providing a “leaky” channel in the middle of the band gap for the a-TiO2 

protection layer reported in Hu et al. 23 
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