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‘In-Chain Donor/Acceptor block copolymers’ comprised of alternating electron rich/poor moieties are emerging as promising

semiconducting chromophores for use in organic photovoltaic devices. The mobilities of charge carriers in these materials are

experimentally probed using gated organic field-effect transistors to quantify electron and hole mobilities, but a mechanistic

understanding of the relevant charge diffusion pathways is lacking. To elucidate the mechanisms of electron and hole transport

following excitation to optically accessible low-lying valence states, we utilize mean-field quantum electronic dynamics in the

TDDFT formalism to explicitly track the evolution of these photo-accessible states. From the orbital pathway traversed in the

dynamics, p and n type conductivity can be distinguished. The electronic dynamics for the studied polymers show the time-

resolved transitions between the initial photoexcited state, a tightly-bound excitonic state that is dark to the ground state, and

a partially charge separated state indicated by long-lived, out-of-phase charge oscillations along the polymer backbone. The

frequency of these charge oscillations yields insight into the characteristic mobilities of charge carriers in these materials. When

the barycenters of the electron and hole densities are followed during the dynamics, a pseudo-classical picture for the translation

of charge carrier densities along the polymer backbone emerges that clarifies a crucial aspect in the design of efficient organic

photovoltaic materials.

1 Introduction

Bulk heterojunction (BHJ) polymer solar cells, in which con-

jugated ‘electron donor’ polymers are blended with ‘accep-

tor’ materials (typically fullerene derivatives) represent one

promising route to realizing the goal of low-cost and scalable

renewable energy1,2. While organic BHJ devices currently fall

well short of their inorganic counterparts with regard to perfor-

mance, power conversion efficiencies (PCE) are continually

improving with respectable PCEs of 8-9 % now attainable in

small, single junction cells.3,4

One of the most important advances in the rational design

of BHJ devices has been the development of narrow band

gap donor polymers that are tuned to better match the so-

lar spectrum.5,6 Many of these next-generation polymers are

coined “in-chain donor-acceptor (D-A) copolymers” based on

the characteristic alternating sequence of electron-rich ‘donor’

and an electron-deficient ‘acceptor’ moieties comprising their

polymer backbone. The alternating D/A moieties give rise

to frontier orbitals which are, in large part, localized about

the donor (for HOMO) and acceptor (for LUMO) moieties.7

Because of this localization, the HOMO and LUMO levels

can be tuned separately to achieve the optimal band gap for

the semiconducting polymers. Electron density which is dis-

placed from that of the stationary ground electronic state upon

excitation to low-lying valence states is attracted by accep-

tor groups, and repelled by donor groups (hence the use of

the term ‘push/pull chromophores’ in the literature to de-

scribe polymers of this design.) This effect has been shown

to cause the polarization of excitons, or coulombically bound

electron-hole pairs, in these materials to form partially charge-

separated states henceforth referred to as ‘pseudo charge-

separated’ (PCS) states.8

Until recently, the general consensus of the literature was

that because complete, irreversible charge separation occurs

only at phase boundaries (i.e. ‘bulk heterojunction’) of the

donor polymer and acceptor materials,9 whether or not exci-

tons diffuse intact through the donor polymer or as partially

separated charge carriers is of little consequence to device

performance. Recent theoretical10 and experimental11,12 in-

vestigations of these materials are challenging this position

by providing compelling evidence for both the prevalence of

intramolecular charge separated states in photoexcited D-A

copolymers and a strong correlation between their occurrence

and the performance of resulting BHJ devices.8 The forma-

tion of intramolecular charge-separated states in both solution-
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tronic dynamics that has proven useful in this capacity, pro-

viding a better understanding of the interplay between initial

photoexcited states, exciton formation, and exciton splitting to

form charge-seperated states.24,25 As such, we herein perform

electronic dynamics in this formalism to explicitly track the

evolution of the electronic system following excitation to the

lowest-lying optically bright valence states to elucidate mech-

anisms of electron and hole transport in these materials. From

the orbital pathways implicated in the dynamics, p and n type

conductivity mechanisms may be distinguished.

2 Methodology

2.1 Many-Electron Dynamics using Real-Time Time-

Dependent Density Functional Theory

The RT–TDDFT approach to many-electron dynamics is a ma-

ture method that has been applied in various computational

studies of excited state dynamics, so we refer readers to our

previous publications,26,27 and only present a brief summary

of the method herein.

The time evolution of a specified initial condition is re-

solved through RT–TDDFT calculations, in which the elec-

tronic density matrix is propagated according to the TDDFT

equation in atomic units:

i
dP(t)

dt
= [K(t),P(t)] (1)

where P and K are density and Kohn-Sham matrices in an or-

thonormal basis. 1 is numerically integrated with a modified

midpoint unitary transformation (MMUT) algorithm26–28,

where the density matrix is propagated using a unitary time

evolution operator U(tn):

P(tn+1) = U(tn) ·P(tn−1) ·U
†(tn) (2)

where U(tn) is constructed from the eigenvectors C(tn) and

eigenvalues ε(tn) of the Kohn-Sham matrix at time tn:

U(tn) = exp
[

−i ·2∆t ·K(tn)
]

= C(tn) · exp
[

−i ·2∆t · ε(tn)
]

·C†(tn) (3)

with ∆t denoting the time step.

Because the propagated single-determinantial electronic

wavefunction is a coherent superposition of the relevant many-

body states of the system like that observed in the instants

following photon absorption, our dynamics are representa-

tive of the motion of a localized wave packet in a symplec-

tic electronic parameter (‘phase’) space.29 Wave functions of

this type are the most classical, in the sense that they repre-

sent the minimum/balanced-uncertainty electronic states.30,31

The time evolution of a fermionic state represented by a single

Slater determinant can equivalently be viewed as an initially-

specified point on the Grassman manifold defined by the elec-

tronic parameter space diffusing according to the TDDFT

equation of motion. For readers with a background in quantum

information processing, it might be beneficial to note that this

Grassmannian generalizes the familiar concept of the Bloch

sphere for two-state systems (i.e. qubits) to the higher dimen-

sional, many-state case.32

2.2 Initial Condition and Analysis

We are interested, most generally, in the time-evolution of

electronic degrees of freedom in D-A copolymer BHJ donor

materials upon vertical excitation to low-lying optically-

accessible excited states. The influence of incorporating ad-

ditional π-bridges between the donor and acceptor units on

the charge carrier dynamics is also central to this investiga-

tion. Our computational protocol is based on the following

steps. First, the excited state of interest is prepared by promot-

ing an electron from a selected occupied molecular orbital to

one that is unoccupied in the ground state determinant (‘Koop-

man excitation’) according to the S0→S1 transition resolved

by a preliminary LR-TDDFT calculation. These calculations

give the S0 →S1 transition as a nearly-pure HOMO→LUMO

excitation, with no other single particle-hole transition ampli-

tude exceeding 1%. This step creates a non-stationary elec-

tron density that is representative of a coherent superposition

of the ground and excited states of interest. The coherent

state is created at the ground state equilibrium nuclear geom-

etry, simulating a vertical (Franck-Condon) photoexcitation.

This state is propagated in time by numerically integrating the

electronic equation of motion using Eqs. (1) to (3). In this

work, we focus exclusively on the ultrafast dynamics (< 60

fs). In this time regime, the electronic dynamics are largely

unaffected by the nuclear motion as observed in our previous

work.25 We expect this to be an especially suitable method

for the systems investigated here owing to the extreme rigid-

ity (i.e. large force constants) of the fused polycyclic aro-

matic/heteroaromatic scaffold comprising the polymer back-

bone.

The indiacenodithieno[3,2-b]thienophene-based polymers

are modeled in this study by their minimal oligomers, i.e. as

dimers. This approximation achieves a good compromise be-

tween the computational cost and accuracy of the electronic

dynamics. The dimer is the smallest model for which the

possibility of investigating conjugation and long-range effects

along the polymer chain is preserved. For additional compu-

tational savings, the dimers have been modeled by replacing

the hexyl residues along the conjugated backbone with methyl

groups. We, again, refer to the findings of DeLongchamp et.

al. in support of this approximation. As the polymer backbone

has been implicated as the primary conduit for charge carrier

1–10 | 3

Page 3 of 10 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



transport, we expect the truncation of these hexyl groups to

minimally impact the quality of the dynamics.

In order to characterize the prepared electronic states as

they evolve in time, the electron density (propagated in an or-

thonormal basis) is transformed into the atomic orbital (AO)

basis by the Löwdin scheme. The time-dependent electron

density in this basis, P′(t), is projected into the ground state

molecular orbital space for the purpose of analysis,

ni(t) = C′†
i (0)P

′(t)C′

i(0) (4)

where ni is the effective occupation number of the ground state

orbital C′
i(0) in the AO basis.

The time-dependent dipole moment µ(t) is also calculated

at each time step according to

µ(t) = Tr
[

D′P′(t)
]

(5)

A 2.0 attosecond time step was used when integrating the

TDDFT equation of motion. The molecular dipole moment

was evaluated on-the-fly using 5 and natural population anal-

ysis (NPA) for atomic charges34 was performed at 20 attosec-

ond intervals. To simplify the presentation of the atomic

charge’s time evolution, the charges of all atoms comprising

a given D/A moiety were summed according to definitions of

acceptor and donor units outlined in Fig. 1. Cross correla-

tion functions of the summed atomic charges of D/A subunits

(see Fig. 1 for partitioning scheme) between A1-A2 and D1-

D2 units were also evaluated to characterize the charge carrier

separation and diffusion in these polymers according the fol-

lowing equation:
∫ tmax

t0

f (t)g(t + τ)dt (6)

In the current work, f and g are time-ordered series of

summed atomic charges on moieties rather than continuous

functions of time, so the integral is replaced by the discrete

summation of f · g at different offset times τ . The t0 occurs

10 fs into the simulation so that the analysis is representative

of the charge oscillations that occur following the initial co-

herent recombination process. All cross-correlation function

were normalized at t0 .

All calculations were performed using a modified develop-

ment version of the GAUSSIAN series of programs35 with the

addition of the MMUT–TDDFT algorithm. The hybrid PBE0

DFT functional36–38 was used to perform both linear-response

(LR) and real-time (RT) TDDFT calculations. The hybrid

functionals include a fixed percentage of HF exchange (25%

for PBE0). Range-corrected and range-separated hybrid func-

tionals employ a different treatment of exchange-correlation

that can potentially improve the description of charge-transfer

states resolved by LR-TDDFT, but it is unclear whether the ad-

vantages of their spatially inhomogenous treatment of the ex-

change energy will faithfully translate from frequency-domain

response type calculations to the real-time propagation. Due

to the comparative nature of the current study, the potential

inaccuracy of hybrid DFT exchange-correlation functionals to

reproduce long-range charge transfer excitation energies is not

a major concern here.

The number of basis functions per atom was minimized

by employing the Stuttgart/Dresden electron-core pseudo-

potentials39 for all core electrons and the Dunning/Huzinaga

full double zeta basis set40 for the valence. The reliabil-

ity of Stuttgart/Dresden pseudo-potential has been ensured by

comparing the LR-TDDFT excitation energies and oscillator

strengths calculated to corresponding all electron 6-31g(d) ba-

sis results (see Tab. 1).

3 Results and Discussion

PBE0/6-31g(d) PBE0/Stuttgart

PIDTT-DFBT 1.774 (2.12) 1.736 (1.99)

PIDTT-DFBT-T 1.727 (2.24) 1.672 (1.98)

PIDTT-DFBT-TT 1.758 (2.57) 1.715 (2.24)

Table 1 LR-TDDFT excitation energies (eV) for the S0 → S1

transitions in the studied dimers. The corresponding oscillator

strengths are reported in parenthesis.

The time-evolution of electron-hole pairs represented as

time-dependent orbital occupation numbers in PIDTT-DFBT

and its π-bridged analogues, computed using Eq. (4), are plot-

ted in Fig. 2. Only orbitals at the ‘band-edges’ of the studied

organic semiconductors exhibit large changes in their occupa-

tion, the most significant of which are plotted in Figs. 3 to 5.

The frontier orbitals for each of the studied systems show sim-

ilar characteristics. The HOMO band edges were found in

all cases to consist of delocalized π bonding orbitals along

the donor backbone, while the LUMO and LUMO+1 are (as

expected) localized around acceptor moieties. Note that the

LUMO is localized most heavily around A1 for each of the

studied polymers with a smaller component localized around

A2, and vice versa for the LUMO+1. LR-TDDFT calculations

show that the S1 states of these systems are dominated by the

HOMO-LUMO transition. It follows then that the S1 states

are of significant charge-transfer character.

Figure 2 shows an ultrafast (< 5 fs) coherent charge transfer

phenomenon after the excitation. A nearly complete recovery

of the ground state is observed in the molecular orbital occu-

pations, resulting from the attraction of the electron and hole

densities of the photoexcited state. About 10 fs after photoex-

citation, the electron-hole pair is still tightly bound in a coher-

ent exciton. As the many-electron dynamics evolve, the ‘push-

pull’ electronic gradient along the polymer backbone serves to
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Fig. 2 Time evolving effective occupation numbers of the canonical

KS orbitals (PIDTT-DFBT panel a, PIDTT-DFBT-T panel b,

PIDTT-DFBT-TT panel c).

quickly polarize this exciton, leading to the charge-separated

state indicated by the long-lived, correlated oscillations in the

HOMO and LUMO contributions to the time-evolving elec-

tron density.

While all three of the dimers share similar timescales for

the formation and partial separation of the exciton follow-

ing photo-excitation to the S1 state, the orbital pathways by

which these states evolve in the earliest femtoseconds fol-

lowing excitation differ drastically. In polymers contain-

ing additional π-bridges between groups, an ultrafast loss of

HOMO occupation and correlated rise in HOMO-2 occupa-

tion is observed. A similar correlation in the unoccupied man-

ifold between the LUMO and LUMO+1 occupations occurs

for PIDTT-DFBT. This discrepancy suggests different mecha-

nisms for the formation of excitons from the photoexcited va-

lence states in PIDTT-DFBT and its π-bridged analogues. For

PIDTT-DFBT, occupation fluctuates between LUMO (local-

ized heavily around A1) and LUMO+1 (localized about A2),

indicating the translation of electron density along the poly-

Fig. 3 Kohn-Sham orbitals (0.03 iso-density value) of

PIDTT-DFBT most relevant to the density evolution evaluated at the

equilibrium nuclear geometry with Cartesian axes/origin defined:

LUMO+1 (upper), LUMO (mid), HOMO (lower).

Fig. 4 Kohn-Sham orbitals (0.03 iso-density value) of

PIDTT-DFBT-T most relevant to the density evolution evaluated at

the equilibrium nuclear geometry with Cartesian axes/origin

defined: LUMO (upper), HOMO (mid), HOMO-2 (lower).

mer to form the exciton. However, it is the holes in PIDTT-

DFBT-T and PIDTT-DFBT-TT which relax to lower energy
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Fig. 5 Kohn-Sham orbitals (0.03 iso-density value) of

PIDTT-DFBT-TT most relevant to the density evolution evaluated at

the equilibrium nuclear geometry with Cartesian axes/origin

defined: LUMO (upper), HOMO (mid), HOMO-2 (lower).

orbitals in the occupied manifold, suggesting hole migration

as the short-time charge migration mechanism that mediates

exciton formation in these systems. This result is lent cre-

dence by experimental evidence that electron mobilities are

orders of magnitude greater in PIDTT-DFBT than its T or

TT analogues as measured in gated field-effect organic tran-

sistor experiments.21 Experimental investigations of hole mo-

bility are also consistent with out results, showing increasing

hole mobility as larger π bridges are introduced between D/A

groups.41

The electronic dynamics in the 10–50 fs regime show long-

lived charge oscillations that follow the S1 state’s ultrafast in-

ternal conversion to the excitonic state. Memory of the elec-

tron and hole kinetic energies prior to exciton formation are

encoded into the latent charge oscillations. In order to bet-

ter understand the spatial diffusion characteristics of the elec-

tron and hole densities, time evolving atomic charges were

computed and summed over D/A moieties. The evolution of

these summed moiety charges are given in Fig. 6. Within the

first ∼5 fs, the large degree of charge separation associated

with the initial photoexcited charge-transfer state starts to de-

cay, indicating the formation of the bound exciton. At ∼10 fs,

the bound exciton succumbs to the polymer’s push-pull nature

Fig. 6 Summed NPA charges for Donor and Acceptor blocks 1 and

2: (a) PIDTT-DFBT, (b) PIDTT-DFBT-T, and (c) PIDTT-DFBT-TT.

and partially dissociates, yielding the charge-separated states

indicated by the out-of-phase (anti-correlated) oscillation of

charge along the polymer. These oscillations would persist

indefinitely, as our calculations allow no coupling to phonon

modes or the environment to provide a means to decohere the

electronic state and dissipate the extra energy associated with

the initial excitation. Because the nuclear geometry is fixed

throughout the electronic propagation, differences in the dy-

namics of the three systems are strictly the result of changes

in the transition moments between electronic states that are in-

duced by the incorporation of the additional π-spacers. How-

ever, since the inclusion of T and TT groups affects the degree

of planarity of these system’s equilibrium geometries, we have

also indirectly probed the effect of backbone planarity on the

charge carrier diffusion.

From inspection, the summed charges on the first and sec-

ond donor groups (D1/D2) and on the first donor and acceptor

(A1/D1) both appear to be correlated. The A1/D1 correlation

in the earliest 10 fs is an artifact of the coherent recombination

of the photoexcited CT state to form the exciton. D1/D2 and
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A1/A2 correlations in the 10–50 fs range can be attributed to

hole and electron transport respectively. To better quantify

the relationships between the oscillation of charge between

groups in these systems, cross correlation functions were cal-

culated between the time-evolving D1/D2 and A1/A2 charges

(see Fig. 7.)

Fig. 7 Cross-correlation functions between D1/ D2 charges and A1/

A2 charges indicative of hole and electron diffusion along the

polymer backbone respectively (PIDTT-DFBT panel a,

PIDTT-DFBT-T panel b, PIDTT-DFBT-TT panel c).

Minima in these cross correlation functions occur for off-

set times that result in the charge oscillations on the relevant

groups being out-of-phase with one another whereas maxima

in the cross-correlation function signify offset times that yield

a maximum coincidence of the two time-ordered series. Only

the oscillation of separated charge-carriers (not the migration

of an intact exciton) will give rise to the loss of charge den-

sity on one moiety and simultaneous rise in charge density on

another displayed in Fig. 7, as the bound electron-hole pair is

a net neutral quasiparticle that would not significantly change

the summed charge of a D/A unit upon passage to/from that

unit. A cross-correlation function corresponding to the sepa-

rated charge carrier motion would show oscillatory behavior

with a frequency defined by the rate of the charge oscillations.

The frequencies of these oscillations are one measure of the

charge carrier mobilities in these dimers, with the constant

of proportionality given by the distance separating the groups

hosting the charge oscillations. Fourier analysis was carried

out for each of the cross correlation functions (Fig. 8), ex-

posing the frequencies contributing to the complicated charge

dynamics.

Fig. 8 Fourier transform mod squared (i.e. ‘power spectrum’) of the

D1/D2 charge cross-correlation functions indicating hole mobilities

in the studied systems (PIDTT-DFBT green, PIDTT-DFBT-T blue,

PIDTT-DFBT-TT magenta).

Even though the principle oscillatory frequencies of charges

in the studied systems are largely unaffected by the addition

of the T or TT groups, the distance between D/A groups is in-

creased by the addition of these groups. The inclusion of the

spacer apparently has a vanishingly small effect on the tran-

sition moments between the relevant electronic states, but the

states themselves are more spatially diffuse, resulting in the

heightened charge carrier mobility observed in the T and TT

derivatives. This important result provides qualitative insight

into our primary question of how the inclusion of π spacers

between the D/A blocks of PIDTT affects charge mobilities in

these materials. Excitation to the S1 state in these polymers

results in charge carrier velocities which are roughly propor-

tionate to the extra backbone length afforded by the T or TT

groups relative to PIDTT-DFBT.

Without the ability to individually resolve the electron and

hole contributions to the charge dynamics, this frequency anal-

ysis is ultimately unable to fully explain the charge carrier

mobility in these systems. Without this level of detail, the
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origins of the higher-frequency contributions to the PIDTT-

DFBT power spectrum are also unclear.

Fig. 9 Time-evolving electric dipole along each Cartesian axis (see

Fig. 3 for coordinate definitions)

The oscillation of charge between spatially separated moi-

eties naturally gives rise to a dynamic electric dipole moment.

This electric dipole moment was calculated during the elec-

tronic dynamics, and its individual Cartesian components are

plotted in Fig. 9. The large-amplitude oscillations in the 5 fs

range occur at the onset of exciton formation, and the transi-

tion to lower amplitude oscillations which persist for the du-

ration of the simulation at ∼10 fs coincides with the onset of

charge separation. While the electric dipole analysis does at

least provide the magnitude and direction of charge separa-

tion that our frequency analysis lacks, a complete depiction

of the charge transport process requires absolute spatial res-

olution for the electron and hole densities. Accordingly, we

have calculated the barycenters of the electron (R̄e) and hole

(R̄h) densities from the NPA charges according to Eqs. (7)

to (9), where A(−) and A(+) are indices for atoms with NPA

charge differences, q̃A, that are negative and positive respec-

tively. Atomic charge differences are calculated by subtracting

the ground state charge, qA(0), from the instantaneous charge.

q̃A(t) = qA(t)−qA(0) (7)

R̄e(t) =
(

∑
A(−)

q̃A(−)

)

−1

∑
A(−)

q̃A(−)RA(−) (8)

R̄h(t) =
(

∑
A(+)

q̃A(+)

)

−1

∑
A(+)

q̃A(+)RA(+) (9)

The application of this analysis finally reveals the pseudo-

classical picture for the translation of these charge distribu-

tions along the polymer chain that was only alluded to in the

oscillations of the moiety’s summed atomic charges. The ini-

tial attraction experienced by the electron and hole densities,

ultra-short lifetime for the tightly-bound exciton, and the sepa-

ration of the positive and negative charge densities are exposed

explicitly, as seen in Fig. 10. With this spatially-resolved anal-

ysis, we can also identify recurrences of the tightly-bound ex-

citonic state following the initial polarization of the exciton,

where the separated electron and hole densities collide and

drag one another along a mutual trajectory for a few oscilla-

tory periods before reseparating.

With the time evolution of the first moment of the elec-

tron and hole distributions in place, we can directly evalu-

ate the average velocities of these pseudo particles for each

of the dimers. R̄e and R̄h were numerically differentiated by

the central difference algorithm, and the resulting velocities

were averaged over the first 50 fs of the dynamics. The RMS

electron and hole barycenter velocities are given in Tab. 2,

and are consistent with our previous analysis of the frequency

of charge oscillations along the dimers as well as the exper-

imental trends mentioned above. Recall, though, that these

free charge-carrier velocities are affected by both the choice

of DFT functional and the deviations of the initial electronic

state from the true S1 state. So, while these results can be cau-

tiously interpreted to establish a qualitative trend in the carrier

velocities, their absolute accuracy cannot be guaranteed.

˙̄Re
˙̄Rh

PIDTT-DFBT 0.01314 0.01373

PIDTT-DFBT-T 0.01464 0.01525

PIDTT-DFBT-TT 0.01482 0.01557

Table 2 RMS electron and hole barycenter velocities in

Å/attosecond.

It is ultimately not clear from the results for the simple

dimers whether long-range charge transport along the back-

bone of realistically-sized polymers can be correctly simulated

by such a minimal model, especially considering the charge

carrier mobility has been shown experimentally to correlate
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Fig. 10 Time-evolution of the electron and hole barycenter

positions along the x axis in the studied systems. (see Fig. 3 for

coordinate definitions)

with the length of the polymer chain.23 However, we have

shown that the average separation of the electron and hole

barycenters upon excitation to the S1 state of the dimers is at

all times much less than the length of the dimers themselves,

suggesting that our model is sufficiently large to be outside

of the strongly quantum confined regime. However, it does

not follow that the electronic dynamics of the dimer are en-

tirely representative of those for polymers of realistic molec-

ular weights. Specifically, the tails of the electron and hole

densities do migrate out to the ends of the dimer during the

dynamics, and respond by reflecting off the ends as if scatter-

ing from an infinitely high potential barrier.

One might also question whether photoexcited states in

which the electron and hole densities are initially further sep-

arated along the polymer chain would give rise to charge car-

riers of even greater velocities due to the longer duration that

the electron and hole densities may be mutually accelerated to-

wards one another through their Coulomb interaction. While

these states might yield ‘hotter’ charge-carriers, they are of

limited relevance since the oscillator strengths for transitions

to a state diminish quadratically with the spatial overlap of the

particle and hole wave functions. So, while states of signif-

icantly greater charge separation may exist, they quickly be-

come dipole disallowed transitions from the ground state and

thus we can be confident that states with electron and hole

wave functions localized to adjacent D/A groups like the S1

states modeled herein are the most physically relevant regard-

less of polymer length. This line of reasoning brings to light

a troubling dilemma for the design of new semiconducting or-

ganic chromophores for OPV devices. Ideal OPV materials

must balance the need for a strongly allowed optical absorp-

tion to maintain high external quantum efficiency with the

need for a high degree of charge separation in the photoex-

cited state to generate high-velocity charge carriers that sup-

port high internal quantum efficiency; two properties which

are fundamentally at odds with one another. This argument

disregards the occurrence of inter-chain excitations (i.e. elec-

tron on one chain, hole on another), which are infrequent even

in the disordered bulk of assembled BHJ devices and therefore

exert little influence on the overall device performance.12

4 Conclusion

In this work, we have applied mean-field, non-perturbative

electronic dynamics in the TDDFT formalism to resolve,

in real time, the dynamics of charge carriers in ladder-type

donor-acceptor block copolymers. Coherent, excited states

representative of slightly perturbed S1 states of these sys-

tems were prepared and propagated in time, resulting in elec-

tronic dynamics that in all cases showed signatures of charge

transfer, exciton formation, and long-lived charge oscillation

between donor and acceptor groups attributed to the pseudo

charge-separated state. Within 5 fs of photo-excitation, the

electron and hole densities attract one another and partially

recombine to form a tightly-bound exciton. The orbital path-

ways involved in these short-time dynamics suggest a pre-

dominantly n-type conduction mechanism to be in effect for

PIDTT-DFBT and p-type for its π-spaced analogues. Shortly

after the formation of the exciton, the electron and hole den-

sities are strongly influenced by the electronic gradient along

the polymer and partially dissociate to yield a pseudo charge-

separated state, with short-lived revivals of the exciton occa-

sionally resulting from collisions between the separated elec-

tron and hole densities.
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