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Because of their key role in many areas of science and technology, bimolecular photoinduced electron 

transfer reactions have been intensively studied over the past five decades. Despite this, several important 

questions, such as the absence of the Marcus inverted region or the structure of the primary reaction 

product, have only recently been solved while several still remain unanswered. Ultrafast spectroscopy has 

proven to be extremely powerful to monitor the entire electron transfer process and to access, with the 10 

help of state-of-the-art theoretical models of diffusion-assisted reactions, crucial information like e.g. the 

intrinsic charge separation dynamics beyond the diffusion limit. Additionally, extension of these 

experimental techniques to other spectral regions than the UV-visible, such as the infrared, has given a 

totally new insight into the nature, the structure and the dynamics of the key reaction intermediates, like 

exciplexes and ions pairs. In this Perspective, we highlight these recent progresses and discuss several 15 

aspects that still need to be addressed before a thorough understanding of these processes can be attained.  

1. Introduction 

Electron transfer (ET) is one of the most ubiquitous and at 

the same time simplest chemical reactions, and as such has 

and still attracts major interest.1,2 This apparent simplicity 20 

makes ET an ideal model system for studying elementary 

chemical reaction dynamics. Moreover, as photoinduced ET 

reactions are triggered by light, their mechanism and 

dynamics can now be investigated with an unprecedented 

time resolution.3 Moreover, photoinduced ET processes play 25 

a key role in areas as important as solar energy conversion 

and storage,4-12 or light induced DNA damage.13-15 A 

thorough understanding of their mechanism and of the 

parameters that affect their dynamics is thus a conditio sine 

qua non for further progress. 30 

Over the past decades, experimental investigations have 

mostly concentrated on ET between chemically linked 

reactants,16-24 allowing the vast amount of theoretical work to 

be put to the test and further refined.25-33 The main advantage 

of studying intra- rather than intermolecular ET is that the 35 

distance between 'reactants' and their mutual orientation are 

in principle well defined. This allows a more direct access to 

the intrinsic ET dynamics. On the other hand, the linker, 

while allowing control of distance and orientation of the 

electron donor (D) and acceptor (A) moieties, is not inert and 40 

can strongly influence the electronic coupling between D and 

A, and hence the ET dynamics.22,34,35 Such coupling can be 

very advantageous for specific applications, but complicates 

the comparison with the theoretical models. 

Whereas intermolecular reaction dynamics in the gas phase is 45 

generally well understood, achieving a similar level of 

comprehension for intermolecular reaction dynamics in the 

liquid phase still remains a major challenge.36 However, as 

most chemical reactions are not intramolecular and occur in 

the condensed phase, we think that bimolecular ET reactions 50 

in solution deserve more attention, especially with the 

availability of powerful spectroscopic tools and elaborate 

theoretical models of diffusion-assisted reactions that did not 

exist when these processes were first investigated. 

Here, we will try to especially emphasize the specific 55 

features that emerge as soon as, due to its bimolecular nature, 

the intrinsic ET reaction becomes intimately interwoven with 

the mutual diffusion of the reactants. The amount of 

theoretical work devoted to the influence of diffusion on ET 

reactions by far exceeds the experimental studies. However, 60 

especially since the advent of ultrafast spectroscopic 

techniques, many of the beforehand disguised experimental 

details are now amenable to thorough comparison with the 

vast body of available theories. One can hope to eventually 

achieve a sound understanding of bimolecular photoinduced 65 

ET processes in liquid solution as well as in other 

environments, such as e.g. polymer matrices. 

Whereas some of the “puzzles in electron transfer” discussed 

by Miller more than 20 years ago in his thought-provoking 

article have been solved,37 others have been ignored, and new 70 

ones have emerged. The main aim of this Perspective is to 

discuss the progress that has been made in our understanding 

of bimolecular photoinduced ET reactions in liquids over the 

past years, mainly thanks to ultrafast spectroscopy,38 and to 

address some of the 'puzzles' that, in our opinion, are still 75 

unsolved or not completely understood. 

A simplified scheme of the reactions discussed in this 
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Perspective is depicted in Figure 1. Although the 

denomination 'bimolecular photoinduced ET' only concerns 

the initial fluorescence quenching step, rich information on 

the nature of the primary product, hence on the charge 

separation (CS) mechanism itself, can be obtained by 5 

investigating the other ET step, namely the charge 

recombination (CR), which is also bimolecular but not 

photoinduced. 

Therefore, this Perspective is divided into three main parts, 

devoted to the distinct stages of the overall reaction, namely, 10 

1) charge separation (fluorescence quenching), 2) the nature 

of the CS product, and 3) charge recombination. Before this, 

a short and ad-hoc outline of the basic theoretical aspects of 

ET and diffusion-influenced reactions is presented. We 

decided not to deviate into the vast, yet still equally partially 15 

uncharted, field of magnetic field effects, which would be 

worth a perspective on its own.39-45 

 
Figure 1. Overall bimolecular photoinduced electron transfer 

scheme. F and Q are the fluorophore and the quencher, respectively. 20 

 

2. Theoretical Aspects 

Almost 100 years ago, Smoluchowski recognized and 

theoretically described the influence of diffusion on the 

dynamics of processes, which are intrinsically faster than the 25 

mutual diffusional approach of the reactants.46 His work, 

dealing with the coagulation dynamics of colloidal solutions, 

was the starting point of numerous theoretical extensions and 

modifications. Collins and Kimball adapted Smoluchowski’s 

theory, that assumed an infinitely fast intrinsic reaction rate, 30 

to account for finite reaction rates.47 Wilemski and Fixman,48 

Doktorov and Burshtein,49 and, later, Tachiya50 expanded this 

model to reactions that can also occur at remote distance. 

Comprehensive reviews on diffusional effects on 

fluorescence quenching can be found in references 51 and 52. 35 

References 53 and 54 constitute more general reviews 

covering theoretical developments until the mid-80s and mid-

90s, respectively. More recent extensive overviews on 

diffusion influenced ET reactions include irreversible and 

reversible CS, CR as well as the effect of spin and external 40 

magnetic fields.55,56  

Irreversible diffusion-influenced ET reactions can be 

described in terms of diffusion-reaction equations 

complemented with a theoretical model of ET as a sink term. 

The general strategy will be briefly outlined here.55-61 45 

Reversible reactions, described in refs. 55 and 56 will not be 

further discussed.  

2.1. Diffusion-Reaction Equation 

The reaction scheme in Figure 1 can be rewritten as 

 50 

Here n(r,t) and m(r,t) are the distance- and time-dependent 

pair density functions for F*/Q and F±/Q∓, respectively. For 

the sake of simplicity, the generation of the F*/Q pair is 

assumed to proceed upon excitation with an infinitely short 

optical pulse, hν. The time-dependence of both pair density 55 

distributions can be evaluated with the two following coupled 

diffusion reaction equations:56 

∂n(r,t )

∂t
=L̂CS (r)n(r,t) − wCS (r)n(r,t)

 (1)
 

∂m(r,t)

∂t
=L̂CR (r)m(r,t) − wCR (r)m(r,t) + wCS (r)n(r,t)N (t)

 (2) 

where wx(r) is the distance dependent ET reaction probability 60 

for either CS or CR, N(t) is the survival probability of n(r,t) 

given below, and L̂x  denotes the diffusion operator for 

process x. The latter can account for Coulomb attraction, 

interparticle potentials due to e.g. solvent structure and 

distance-dependent diffusion coefficients, i.e. hydrodynamic 65 

effect.62,63 The first term on the rhs of eqs. (1) and (2) 

accounts for the diffusive motion of the reaction partners, 

whereas the second term describes the disappearance of 

reactant pairs by either CS or CR. Finally, the third term on 

the rhs of eq. (2) represents the formation of ions by CS.
 

70 

By solving the above equations, one can obtain 

experimentally observable quantities, namely the survival 

probability of the excited state, N(t), and ion pair, P(t), 

populations. 

 (3)

 75 

P(t) = 4πc m(r,t)r2 dr
σ

∞

∫
 (4) 

where c is the quencher concentration and τ0 is the excited 

state lifetime of the fluorophore in the absence of quencher. 

While for CS processes it is only necessary to solve eq.(1) 

with the appropriate boundary conditions, bimolecular CR is 80 

obviously more complicated as it requires the solution of the 

coupled CS/CR problem. As discussed in more detail below, 

the rate coefficient k in eq.(3) is not a constant but is time 

dependent. 

The concentration dependence of N(t) is relatively 85 

straightforward: a higher quencher concentration yields a 

faster fluorescence decay. However, CR exhibits a 

completely different concentration dependence. Inspection of 

eq.(4) reveals that, to first order, the quencher concentration 

only affects the amplitude but not the time-dependence of the 90 

observed ion signal. The effect of c on the time dependence 

of CR is much more subtle, stems from the third term on the 

rhs of eq. (2) and mostly affects the generation of ions, but 
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not their decay. In simple terms, the ion pair, once it is 

generated does not care about how many other quenchers are 

left in the solution. While bimolecular CS constitutes a bulk 

process, the subsequent CR process, at least at low F* 

concentrations, can be considered a pair process. 5 

 

2.1. Electron Transfer 

We will briefly review the main equations and predictions of 

the semi-classical description of Marcus non-adiabatic ET 

theory.25,26,64 10 

 
Figure 2. Diabatic free-energy curves for a photoinduced electron 

transfer reaction. 

The ET reaction probability as a function of distance, w(r), is 

given by 15 

  (5a) 

 (5b) 

    (5c) 

 
where V denotes the electronic coupling matrix element 20 

between reactants and products, λ(r)=λs(r)+ λi is the 

reorganisation energy of classically-described solvent and 

intramolecular modes, λqm is the reorganisation energy of the 

quantum mechanically-described intramolecular modes with 

an average frequency ω, and ∆G is the ET driving force 25 

(Figure 2). 

The driving force for photoinduced CS in polar solvents is 

given by the Weller equation:65  

∆GCS(r) = e E(D+ / D) − E(A / A− )  − E00 −
e

2

4πε0ε sr
  (6)

 

where e is the elementary charge, E(X) the reduction 
30 

potential of species X, E00 the 0-0 electronic transition 

energy, and ε the dielectric constant of the solvent. The 

driving force for the ensuing CR process can be equivalently 

obtained from 

∆GCR (r) = −E00 − ∆GCS(r)

= −e E(D+ / D) − E(A / A− )  +
e2

4πε0ε sr
 

(7)
 

35 

Using the dielectric continuum description of the solvent and 

assuming point charges, the solvent contribution to λ(r) is 

given by66 

λs (r) =
e2

4πε0σ
1

n
2

−
1

ε






2 −
σ
r







 (8)

 

where σ denotes the contact radius of the reactants, and n the 40 

refractive index of the solvent. The intramolecular classical 

contribution can be estimated as 

λi =
f j
r
f j
p

f j
r + f j

p
∆q j

2

j

∑  (9) 

where f j
r
and f j

p
are the jth force constant of the reactant 

and product vibration and ∆q denotes the displacement from 45 

the reactant to the product equilibrium position. 

Some of the remarkable predictions of this model comprise: 

- A non-monotonous dependence of the reaction rate constant 

on driving force, namely an increase of w(r) with the driving 

force as long as –∆G < λ,  the so-called Marcus normal 50 

region, until a maximum at –∆G = λ, and a subsequent 

decrease as –∆G > λ, the Marcus inverted region; 

- A strong influence of solvent polarity on the ET dynamics, 

as it affects both the reorganisation energy and the driving 

force;  55 

- A shift of the reaction zone from contact to off-contact with 

increasing driving force.67 

 

As solvent modes are strongly involved in the reaction 

coordinate, the ET timescale can in principle not be shorter 60 

than that of the solvent fluctuations. Therefore, for describing 

ultrafast ET, a modified eq.(5a) that takes the finite dielectric 

response of the solvent into account, should be used. More 

details about solvent-controlled ET dynamics can be found in 

refs.31,68,69 65 

 

3. Charge Separation 

The simplest experimental approach to access the dynamics 

of photoinduced CS reactions is to perform time-resolved and 

steady-state fluorescence quenching experiments, i.e. to 70 

monitor the survival probability of the excited reactant 

population, N(t). However, the determination of the relevant 

rate constants from such measurements is not really 

straightforward, because, as shown in eq.(3), the rate 

coefficient of the bimolecular reaction is time-dependent. 75 

This can be understood by considering the three different 

regimes of a bimolecular quenching process (Figure 3): 

1) The static regime: directly after optical excitation of the 

fluorophore, the reaction first takes place between reactant 
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pairs at optimal distance for CS. In this case, no diffusion is 

required and the quenching rate is identical to the intrinsic 

CS rate constant, k0=kCS, which remains constant during this 

process. 

2) The transient or non-stationary regime: once all optimally 5 

arranged pairs have reacted, quenching occurs between 

reactant pairs that are more and more separated and which 

have time to undergo some diffusion. Thus, the distance 

distribution between the F*/Q pairs gradually shifts towards 

larger separation distances and the reaction rate decreases 10 

continuously with time. 

3) The stationary regime: eventually, all the pairs initially 

present upon excitation have reacted, and new pairs can only 

be produced upon mutual diffusion of F* and Q. As a 

consequence, an equilibrium between the formation and the 15 

decay of pairs is attained, giving rise to a constant reaction 

rate, k∞. 

 
Figure 3. Characteristic time-dependence of the reaction rate for an 

irreversible diffusion-limited reaction. 20 

This time-dependence of k gives rise to non-exponential 

fluorescence decays and nonlinear Stern-Volmer plots 

(Figure 4), the slope of which is generally used to extract 

reaction rates. Care should be taken that the Stern-Volmer 

plots only reflect effects from excited state reactions. 25 

Appropriate corrections for ground-state complex formation 

are thus mandatory.70,71 

As shown in Figure 3, the temporal change of the quenching 

rate is particularly large when the intrinsic CS process is 

much faster than diffusion. This is often the case in viscous 30 

solvents, where the duration of the transient regime can be 

particularly large and extend beyond the lifetime of F*. In 

such case, the stationary regime is never reached.  

 
Figure 4. Effect of the time dependence of the quenching rate on A) 35 

the Stern-Volmer plot and B) the fluorescence decay obtained with 

2,9,10-tricyanoanthracene and N,N-dimethylaniline in acetonitrile. 

These effects can significantly complicate the analysis of 

fluorescence quenching experiments and may lead to 

substantial errors in the data interpretation if not being 40 

accounted for. For example, CS quenching rate constants 

much faster than diffusion have been reported in room-

temperature ionic liquids and ascribed to specific properties 

of these solvents. Similarly, previously undetected Marcus 

inversions at comparatively low driving forces, i.e. -∆G < 0.5 45 

eV, have been observed for CS quenching reactions in room-

temperature ionic liquids and in confined media, such as 

micelles. Both observations could be shown to be spurious 

and due to too simple a data analysis, neglecting transient 

effects, which are particularly pronounced in these viscous 50 

media.72-74  

However, it is important to realise that, although this non-

Markovian nature of diffusion-limited processes complicates 

the data analysis and the determination of the stationary 

quenching rate constant, k∞, it offers an inestimable 55 

opportunity to access to information on the faster intrinsic 

reaction rate, k0=kCS.
75-82 Most of the experimental studies, 

which are much more scarce than the theoretical works in 

this area, indeed aimed at gaining insight into the intrinsic 

reaction and its nature. Whereas Eads et al. could show that 60 

the Smoluchowski and Collins-Kimball models should be 

extended by introducing a distance dependent ET reaction 

probability,76,83 Tachiya,84 Fayer,79 and Grampp82 and co-

workers confirmed the theoretical predictions that the 

effective quenching distance increases with increasing 65 

viscosity. In addition, the Fayer and Grampp groups showed 

the limits of the continuum description of the solvent and 

obtained better agreement with the experimental results by 

accounting for the solvent structure and by including the 

hydrodynamic effect, i.e. the distance dependence of the 70 

diffusion coefficient, D(r).63,82  

At the present stage, the combination of high quality ultrafast 

and steady-state emission measurements with an appropriate 

theoretical model is clearly the best way to access the CS 

dynamics beyond the diffusion limit and to minimise possible 75 

ambiguities or misinterpretations of the extracted parameters. 

Clearly more systematic experimental studies of 

photoinduced bimolecular CS are required to further refine 

these theoretical models.  

 80 

3.1. Driving-Force Dependence 

One of the most captivating questions concerning 

bimolecular photoinduced ET can be traced back to a series 

of seminal experiments by Rehm and Weller aiming at 

putting to the test the driving-force dependence of the ET rate 85 

constant predicted by Marcus theory.65,85 The fluorescence 

quenching rate constant, kq~k∞, of almost 60 F/Q pairs in 

acetonitrile, covering a driving-force range of more than 2.5 

eV, was studied. As a matter of fact, almost the entire 

outcome of their experiment, which has since been 90 

reproduced many times,86-90 was puzzling and still remains a 

matter of debate (Figure 5). 

 

The first puzzle is that no inverted region is observed, 

contrary to almost all the other types of ET reactions, namely 95 

intramolecular CS,91 charge shift,17,92 or CR.93,94 
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Various authors, including Weller and Mataga, have 

suggested that this could be due to the opening of additional 

CS pathways leading to the formation of excited radical ions 

at high driving forces (see also section 4.3).85,95 We could 

recently show, using ultrafast Vis-pump IR-probe 5 

spectroscopy in collaboration with the Nibbering group, that 

excited radical ions can indeed be generated upon 

photoinduced bimolecular CS reactions.96 The distance 

dependence of the ET reaction probability has also been 

invoked to explain the apparent absence of the Marcus 10 

inverted region.67,97,98 Mataga and co-workers, and more 

recently, our group have measured the dynamics of 

bimolecular fluorescence quenching with ps- to fs-time 

resolution and, in collaboration with G. Angulo, have used a 

diffusion-reaction equation approach combined with Marcus 15 

theory to extract the intrinsic electron transfer rate, k0 = 

kCS.70,77 While the relatively low time-resolution and the 

omission of steady-state data led to relatively strongly 

scattered data in ref. 77, the combined analysis of 

femtosecond up-conversion data with steady-state 20 

fluorescence quenching experiments in ref. 70 yielded the 

experimental bimolecular CS rates, k0, shown in Figure 5. 

These data reveal that CS in acetonitrile is more than two 

orders of magnitude faster than diffusion. Moreover, only a 

very attenuated inverted region can be observed. 25 

Extrapolation of this ∆G dependence until CS becomes 

smaller than diffusion indicates that the observation of the 

inverted region in a Rehm-Weller-type quenching experiment 

would require F/Q pairs with unrealistically large CS driving 

force. 30 

 
Figure 5. Driving-force dependence of the quenching rate constant, 

kq, measured in typical Rehm-Weller experiments (circles) and of the 

intrinsic CS rate constant, k0 (triangles), with some of the remaining 

puzzles. (Black triangles data taken from ref.70, gray dots data from 35 

refs.85,89,90, tertiary aliphatic amines data from ref.99, other data from 

ref.100.  

Less known, though not less intriguing, is the fact that the 

usually good agreement between theory and experiment in 

the quasi-resonance region, i.e. ∆G ~ 0, is misleading. At 40 

such low driving forces, reverse back ET to the F*/Q reactant 

state should become equally fast or even faster than the 

forward CS. Unless the CS product decays very quickly, this 

reverse transfer should significantly reduce the quenching 

efficiency and worsen the good agreement between the 45 

experiments and theories for irreversible transfer. To 

circumvent this difficulty, Rehm and Weller assumed rather 

arbitrarily a CR of the reaction product to the ground state 

fast enough to make CS quasi irreversible.85 More recently, 

Burshtein showed that CR to the excited triplet state of the 50 

neutral products, i.e. 3F*/Q, could also suppress 

reversibility.101 A more thorough discussion on this question 

can be found in reference 56. 

A third puzzle is the observation by Jacques and co-

workers,100,102 as well as Inada et al. of multiple Rehm-55 

Weller plots, i.e. distinct and shifted free-energy dependences 

of the quenching rate constants, for different classes of 

electron donors, e.g. aromatic and aliphatic amines, in the 

quasi-resonance region (Figure 5). These authors proposed 

that the magnitude of the Coulombic stabilization of the 60 

radical ion pairs is not the same for the various types of 

quenchers and, thus, gives rise to different driving forces. An 

alternative explanation, based on the reversibility of the CS 

discussed above, has been proposed by Burshtein and 

Ivanov.103 When the triplet recombination of the radical ion 65 

pair is a dominant process, variations in its rate constant can 

lead to multiple Rehm-Weller plots. 

 

Whereas the absence of the inverted region in the Rehm-

Weller experiment is now understood and has been shown to 70 

have various origins, several questions concerning CS in the 

low driving force regime still remain to be answered. 

 

3.2. CS in Nonpolar Solvents 

In the outer-sphere ET theory discussed in Section 2, the 75 

reaction coordinate is in large part associated with solvent 

modes. Indeed, ET occurs once the reactant and product free 

energies are equal. This condition is largely achieved through 

the thermal fluctuations of the solvent polarisation. This 

contribution from the solvent modes is reflected in λs 80 

(eq.(8)). In addition, solvent polarity has a major effect on 

the energetics, via the solvation energy of the ions and the 

Coulombic interactions between them (eqn. (6)). As a 

consequence a pronounced dependence of the ET rate on 

solvent polarity is expected. For example, as the total 85 

reorganisation energy is substantially reduced by going from 

a polar to an apolar solvent, the inverted region is predicted 

to occur at considerably smaller driving force. In order to 

make λs twice as small as in acetonitrile, solvents with a 

dielectric constant below 3-4 should be used. However, the 90 

experimental studies in such conditions are very scarce, and 

the few systematic experimental investigations on the 

driving-force dependence in totally apolar solvents have 

yielded rather unexpected results.87,104 Using nanosecond 

time-resolved fluorescence, Chen et al. found that CS 95 

quenching in cyclohexane remains essentially diffusion 

controlled up to a driving force of approximately 2 eV and 

does not show any inversion.87 From the analysis of the 

transient effect in the fluorescence quenching of five F/Q 

pairs in liquid paraffin covering a large ∆G range, Burel et 100 

al.104 obtained unexpectedly large intrinsic CS rate constants, 

that they attributed to full and remote CS, contrary to the 

common view that quenching in nonpolar solvents occurs 
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exclusively via exciplex formation (see also 4.2.).105,106 In a 

subsequent article, Tachiya and Seki proposed that, because 

the inter-reactant distance strongly affects the energy of the 

ensuing ion pair via the unscreened Coulomb potential, it 

could be a major constituent of the reaction coordinate in 5 

apolar solvents.107  

Despite the relatively modest amount of experimental data in 

apolar solvents, they point to very efficient CS and an 

absence of inverted region like in polar solvents. Therefore, 

the question arises whether solvent polarisation is indeed 10 

such a crucial parameter for ET, at least at large 

exergonicities, as is usually assumed, or whether this process 

should not be viewed as a “conventional” radiationless 

transition where high-frequency intramolecular modes play 

the dominant role.108  15 

An absence of the inverted region was recently reported for 

photoinduced CS between quantum dots and organic 

acceptors in heptane.109 The authors accounted for this 

deviation from Marcus ET theory in terms of an Auger-

assisted process, i.e. by the excitation of the hole 20 

simultaneously to CS. This explanation is somehow 

equivalent to the Weller hypothesis of the formation of 

excited ions mentioned above. 

Considering the scarce experimental data and the fact, that 

most ET reactions of technological relevance, as e.g. in 25 

organic solar cells, occur in low polarity media,110 further 

investigations in weakly and non polar environment seem to 

be mandatory. 

  

3.3. CS in reacting solvents 30 

A convenient way to eliminate the effects of translational 

diffusion while maintaining the bimolecular nature of the 

reaction consists in employing one of the reaction partners, 

so far mostly aromatic amines, as solvent.111-118 In this way, 

every excited fluorophore is already completely surrounded 35 

by potential reaction partners, thus allowing diffusionless ET. 

However, the observed quenching dynamics are still 

multiphasic and appear to be faster, at least partially, than 

solvent relaxation. Various approaches have been proposed 

to interpret these findings: 40 

- Yoshihara and co-workers113,119 have applied the Sumi-

Marcus ET model,29 which expands the reaction coordinate 

into two dimensions, one associated with slow modes, mostly 

due to the solvent, and the other comprising faster modes. In 

this model, ET can be faster than solvent relaxation as the 45 

path toward the product state can diverge from the minimum 

free-energy pathway, by making a 'detour' along the 

dimension associated with the fast modes. 

- Based on molecular dynamics simulations, Castner and 

co-workers discussed the multiphasic reaction dynamics in 50 

terms of a temporal variation of the electronic coupling 

between the excited fluorophore and the fluctuating 

environment.116  

- On our side, we could reproduce the observed 

fluorescence quenching dynamics measured with perylene 55 

derivatives in N,N-dimethylaniline (DMA) by using a model 

where the donors surrounding the excited fluorophore are 

sorted into three groups: those with optimal orientation for 

CS, and those requiring rotational or translational 

diffusion.117,118 The probability for a donor to belong to the 60 

first group was proposed to be strongly influenced by dipole-

dipole interactions between the reactants. In a more recent 

investigation,120 these electrostatic interactions between the 

reactants were shown to modulate the angular dependence of 

the reaction probability and thus to induce orientational 65 

effects on the quenching rate. These effects were found to be 

also effective when the donor is diluted down to 0.2 M in a 

non-reactive solvent of the same polarity. 

 

3.4 Excitation Wavelength Dependence 70 

Dipolar interactions between the reactants have several 

important effects on the quenching dynamics in apolar or 

weakly polar solvents, which have been largely overlooked 

until very recently. One of them is the so-called dielectric 

enrichment that leads to a much larger local concentration of 75 

quencher around the polar fluorophore than in the bulk.121 As 

a consequence, static quenching and transient effects may 

become prominent at much lower bulk quencher 

concentrations than in polar solvents, and at a given quencher 

concentration, quenching may be faster in apolar than in 80 

polar solvents.122 The magnitude of this enrichment depends 

on the polarity of the reactants and solvent and can lead to a 

doubling or more of the local quencher concentration.121 

Moreover, if the fluorophore exhibits solvatochromism in 

absorption, the presence of polar quenchers in its surrounding 85 

affects its S1←S0 transition energy. Therefore, because of the 

distribution of the local quencher concentration, the 

absorption band is inhomogeneously broadened and various 

subpopulations of fluorophores, differing by the composition 

of their surrounding, can be selectively photoexcited. If 90 

quenching is faster than the fluctuations of the composition 

of the fluorophore environment, its dynamics will depend on 

the excitation wavelength. Such an effect has recently been 

reported by our group with several polar fluorophores, 

including coumarins, and polar aromatic amines in nonpolar 95 

solvents.122 Acceleration of the fluorescence quenching by a 

factor as large as 4-5 was observed by varying the excitation 

wavelength from the maximum to the red edge of the 

absorption band. Such red-edge effect should be quite 

general for ET processes in low polarity and viscous or rigid 100 

media, and deserves further scrutiny. 

 

4. Nature of the Primary Product 

In principle, bimolecular photoinduced CS should eventually 

result in the formation of radical ions. However, the exact 105 

nature of the primary product may differ, depending on 

various factors such as e.g. the driving force, the solvent and 

quencher concentration. As a consequence, a large variety of 

primary CS products have been invoked. Thanks to the recent 

progress in ultrafast spectroscopy, our understanding of the 110 

exact nature of these species is continuously increasing. 

 

4.1 Ion pairs 
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The observation by Leonhardt and Weller of the perylene 

radical anion in a flash photolysis study of the fluorescence 

quenching of perylene by an aromatic amine in acetonitrile 

was an unambiguous evidence of the occurrence of excited-

state ET.123 Later on, it was realised that free ions could also 5 

be generated upon direct excitation into the charge-transfer 

band of donor/acceptor complexes in polar solvents, 

however, with a substantially smaller yield.124-128 This 

difference was explained by the existence of different types 

of ion pairs, depending on the excitation scheme, bimolecular 10 

CS quenching yielding so-called loose ion pairs (LIPs), and 

charge-transfer excitation resulting in tight ion pairs 

(TIPs).129,130 Many other denominations can be found in the 

literature for LIPs, such as solvent-shared or solvent-

separated ion pairs, as well as for TIPs, like intimate or 15 

contact ion pairs. The common point of all these names is the 

existence of ion pairs with different extent of coupling 

between them. In the following, we will keep the LIP and 

TIP notation, as it does not imply anything about the 

presence or absence of solvent molecules between the ions; 20 

an observation which could not be established so far. LIPs 

and TIPs have very similar electronic absorption spectra and, 

therefore, the experimental distinction between them is 

mostly based on the fact that TIPs, being strongly coupled, 

can exhibit charge transfer fluorescence.131,132 However, this 25 

coupling also favours CR to the neutral reactants and thus, 

this emission is generally very weak. Nevertheless, this 

feature has allowed evidencing that TIPs can also be 

generated upon bimolecular CS quenching.133,134  

 30 

Figure 6. Schematic representation of the free energy surface for the 

various primary reaction products of a bimolecular photoinduced CS 

(adapted from references 135 and 44). 

Direct spectroscopic distinction of LIPs and TIPs has 

recently been demonstrated using femtosecond transient IR 35 

absorption spectroscopy.136 The C≡N stretching band 

associated with the radical anion in the LIP was found to be 

narrower and blue-shifted relative to the same band in the 

TIP. These experiments, performed on a donor/acceptor pair 

with a large driving force for CS, have revealed that the 40 

primary quenching product depends on the reactant pair 

distribution, which itself depends on the quencher 

concentration. High concentrations favour static quenching 

and the formation of TIPs, whereas, at low concentrations, 

quenching is mostly dynamic and yields preferentially LIPs. 45 

In other words, when the reactants are not already at optimal 

distance/orientation, they have to diffuse until the electronic 

coupling is large enough to make CS faster than further 

diffusion. As a consequence, LIPs are not the primary 

products of weakly exergonic CS quenching processes, 50 

because, in this case, a large electronic coupling is required 

to compensate for the large activation barrier. 

Although polarized transient IR absorption measurements 

have evidenced an anisotropic mutual orientation of the ions 

in a TIP,136 TIPs and especially LIPs should not be viewed as 55 

species with a well-defined structure. They should rather be 

considered as two limits in the manifold of possible types of 

ion pairs (Figure 6). 

Further experiments based on time-resolved vibrational 

spectroscopy, such as transient IR absorption and 60 

femtosecond stimulated Raman spectroscopies,137,138 can be 

expected to yield deeper structural insight into these species. 

 

4.2 Exciplexes 

Exciplexes are predominantly generated upon intermolecular 65 

CS quenching in nonpolar and weakly polar environments, 

but not exclusively.139,140 The name exciplex encompasses a 

wide variety of excited bimolecular complexes with various 

degrees of charge transfer, hence different oscillator strengths 

for emission. Therefore, the above-mentioned TIP should 70 

also be considered as a form of exciplex. The common 

characteristic of exciplexes is that their charge-transfer 

character is formally not unity. Indeed, complete charge 

separation is not possible as long as the molecular orbitals of 

the constituents overlap. Large research activity has been 75 

devoted to the role of exciplexes in bimolecular CS 

processes,124,130,135,141-144 one of the questions being whether 

this reaction yields entirely exciplexes or whether LIPs could 

also be generated in parallel. Like for TIPs, the most typical 

spectroscopic feature of exciplexes is their fluorescence, 80 

which is broad and structureless, as expected for a charge-

transfer transition.  

 

Transient electronic absorption spectroscopic data on these 

species are very scarce and point to absorption spectra very 85 

similar to those of the ions.132,145 Fluorescence-based studies, 

including magnetic field effect investigations,43-45,90 reveal a 

strong dependence of the exciplex yield and charge-transfer 

character on the polarity of the environment and on the CS 

driving force. As the solvent polarity and driving force rise, 90 

the charge-transfer character increases and the probability to 

directly form LIPs augments. However, it should be noted 

that relying only on emission to infer that exciplexes are 

generated could be misleading. Indeed, their radiative rate 

constant decreases with the extent of charge transfer and 95 

additionally their lifetime decreases with increasing driving 

force (see Section 5). Therefore, short-lived exciplexes with 

high charge-transfer character are essentially non-fluorescent, 

and the quasi-impossibility to detect them by their emission 

does not allow their presence to be ruled out. 100 

 

Time-resolved vibrational spectroscopy appears to be a 
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promising technique to investigate both the structure and the 

dynamics of exciplexes. In a recent transient IR absorption 

study on the CS quenching of various excited donors by 

phthalic anhydride in THF and acetonitrile, several IR 

absorption bands of the exciplex could be unambiguously 5 

evidenced when using the weakest electron donor (Figure 

7).146 It was thus possible to spectrally distinguish vibrational 

bands of the locally-excited donor, of both radical ions as 

well as of the exciplex and to monitor the temporal evolution 

of all these species. Global target analysis of the transient IR 10 

spectra allowed the determination of the IR spectrum of each 

of the transient species. Polarization controlled 

measurements point to a face-to-face mutual orientation of 

the constituents in the exciplex, confirming the close 

similarity of exciplexes and TIPs. Further transient IR 15 

investigations with other donor/acceptor pairs in a wider 

variety of solvents are in progress. 

 
Figure 7. Transient IR absorption spectra recorded after 400 nm 

excitation of 9-cyanoanthracene in the presence of phthalic 20 

anhydride in tetrahydrofuran.146 The bands, which can be attributed 

to the exciplex, are marked in gray. 

Transient 2D-IR spectroscopy should soon arrive at a level of 

sensitivity where it can be applied to investigate these 

systems.147 When using donor/acceptor pairs with adequate 25 

vibrational markers, totally new information on the mutual 

orientation of the constituents will be at hand. 

 

4.3. Excited Ions 

As mentioned in Section 3.1), the formation of excited ions 30 

has been proposed as the primary product of highly 

exergonic CS.81,85,95,148-152 Most organic radical ions have low 

lying electronic excited states, generally below 2 eV, that can 

in principle be directly populated upon photoinduced CS.153 

Although the above hypothesis was proposed more than 40 35 

years ago,85 direct spectroscopic evidence of the involvement 

of excited ions in such a reaction is still missing. The reason 

for this lies mostly in their elusive nature, having excited-

state lifetimes of a few picoseconds or less.152,154-160 This 

property, in combination with the finite rate of their 40 

production upon CS, prevents the build-up of significant and 

detectable transient concentrations. However, strong 

evidence of the formation of excited ions has recently been 

obtained by measuring, using transient IR absorption 

spectroscopy, how the energy dissipated upon ultrafast CS 45 

and CR is redistributed into the vibrational modes of the 

reaction partners.96 For moderately exergonic reactions, both 

donor and acceptor were found to be vibrationally hot, 

pointing to an even energy redistribution. For highly 

exergonic reactions, on the other hand, asymmetric energy 50 

redistribution with a very hot donor and a relatively much 

colder acceptor was observed. This difference was attributed 

to the formation of the donor cation in an electronic excited 

state upon CS, followed by its ultrafast internal conversion to 

the ground state.96  55 

One can be confident that, with the recent advances in 

femtosecond-resolved broadband fluorescence up-conversion 

spectroscopy,161 one should be soon able to directly observe 

the fluorescence from excited radical ions generated in such a 

highly exergonic process.  60 

 

5. Charge Recombination 

One of the main practical applications of bimolecular 

photoinduced CS reactions is the production of free radical 

ions. Achieving a large free ion yield requires CS to be rapid, 65 

and, inversely, CR to be as slow as possible, thus increasing 

the lifetime of the ion pair. As the ion pairs are produced 

upon a diffusion-assisted process, the initial reactant pair 

distribution for CR is entirely governed by the details of the 

CS. Thus, this process should in principle be described 70 

within the theoretical framework outlined in section 2.1. 

However, whereas there is comparatively little experimental 

work on the diffusional effects on CS, the number of studies 

dealing with combined CS/CR reactions on the same level of 

theory is much smaller.57,58,61,162-166 Despite their very limited 75 

number, these works have allowed for gaining significant 

insight into the nature and peculiarities of diffusion 

influenced follow-up reactions and have helped explaining 

effects such as e.g. the nontrivial viscosity dependence of 

free ion yields.164 On the other hand, in most studies on CR, 80 

the ion pairs have been considered as species for which a 

well-defined lifetime can be defined.132,167-171 Although this 

so-called 'exponential' treatment of CR has been sometimes 

criticised and may indeed give an oversimplified picture of 

the real process, it has the advantage of yielding numbers, 85 

such as CR rate constants, that are very useful when 

investigating the effect of various parameters, such as e.g. the 

driving force, on the CR dynamics. Moreover, in non-viscous 

solvents like acetonitrile, where most studies have been 

carried out, the ion pair dynamics is generally well accounted 90 

for by the exponential model. 

 

5.1 Driving-Force Dependence 

Contrary to the initial photoinduced bimolecular CS step, CR 

of the ion pairs is generally highly exergonic, with a driving 95 

force typically larger than 1 to 1.5 eV. A few years after its 

first experimental observation for intramolecular charge-

transfer processes,93,172,173 the inverted region was reported 

for the CR of ion pairs formed upon bimolecular 

photoinduced CS.94,167,174 In polar solvents, CR occurs 100 

typically on the ps timescale at -∆GCR ~ 1.2-1.5 eV and slows 

down by 3 to 4 orders of magnitude at -∆GCR ~ 3 eV.171 This 
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is in stark contrast to the driving force dependence observed 

for bimolecular CS (Figure 8), where the Marcus inverted 

region is basically absent.70 The origin of this discrepancy 

between CS and CR is still a matter of debate but can most 

probably be traced back to the presence of low lying 5 

electronic excited states of the CS product (Section 4.3) and 

to the different nature of CS and CR, the first being a bulk 

process, and the second a geminate one. This latter property 

is strikingly revealed by the comparison of CR in an inert and 

in a reactive solvent.175 Once the ion pair has formed, 10 

identical CR dynamics are observed in both types of solvent 

over the entire driving force range studied. 

The distinct driving-force dependence of CR, compared to 

CS, has strong consequences for the free ion yield and, in a 

non-viscous solvent like acetonitrile, a free ion yield larger 15 

than 0.2 requires -∆GCR ≥ ~ 2.5 eV. As a consequence, the 

non-observation of free ions in a fluorescence quenching 

experiment cannot be invoked to discard ET as the quenching 

mechanism. 

 20 

Figure 8. Comparison of the driving force dependence of the 

intrinsic bimolecular CS rate constant and the inverse ion-pair 

lifetime, taken from refs. 70 and 175. The stationary bimolecular CS 

rate constant is also is shown for comparison. 

As mentioned in Section 4, several types of ion pairs, LIPs 25 

and TIPs being limiting cases, can be distinguished, 

depending on the mode of formation, i.e. direct charge-

transfer excitation of complexes or bimolecular CS, and on 

other parameters such as the polarity or viscosity of the 

environment and the CS driving force. Comparative studies 30 

of CR dynamics of ion pairs generated by the two modes 

have revealed that CR in both LIPs and TIPs exhibits the 

inverted region.126,127,176-179 However, as the electronic 

coupling in TIPs is substantially larger than in LIPs, CR is 

generally much faster in the former than in the latter at the 35 

same driving force. Another major difference appears at 

small driving forces: whereas the CR dynamics of LIPs 

levels off and even slows down as the driving force decreases 

below ~1.5 eV,94,171 in agreement with Marcus theory for the 

normal region, CR of TIPs increases continuously with 40 

decreasing driving force and does not exhibit the normal 

behaviour.151,180,181 This difference arises from non-

equilibrium effects as will be discussed below. 

 

Whereas the inverted region is now well established for the 45 

CR of ions pairs, the dynamics in the small driving force 

region deserves further scrutiny as it is often dominated by 

non-equilibrium effects, opening interesting perspectives for 

e.g. an excitation wavelength dependence. Additionally, a 

detailed study on how the driving-force dependence of the 50 

CR dynamics varies with the solvent is still missing. Finally, 

a more systematic use of theoretical models of diffusion-

assisted reactions should be applied to the ion pair dynamics 

to evaluate the limit of the exponential model used so far and 

to obtain a more realistic picture of this process. 55 

 

5.2 The Effect of Spin 

All the CR processes discussed above are spin-allowed, the 

reactant and product states having the same spin multiplicity, 

in general a singlet one. However, bimolecular photoinduced 60 

CS can occur between a molecule in a triplet excited state 

and a quencher, resulting in a triplet ion pair.182-185 Just as for 

the singlet ion pairs discussed above, there is a wide 

distribution of triplet ion pairs differing by their coupling. 

Although these species are much less documented than their 65 

singlet counterparts, their common feature is the spin 

forbidden nature of their CR to the neutral ground state. 

However, if the reactants have low lying triplet-excited 

states, CR of the triplet ion pair to these states is spin 

allowed.186-189 Otherwise, in polar environments, triplet ion 70 

pairs dissociate essentially entirely into free ions.182 In 

conditions where dissociation is not possible, i.e. in viscous 

and or non-polar environments, CR eventually takes place.190 

This can involve various mechanisms depending on the 

coupling between the ions. The singlet-triplet energy gap is 75 

directly related to the exchange integral, which itself depends 

on the orbital overlap of the ions, hence on their coupling. As 

a consequence, singlet and triplet LIPs are quasi degenerate 

and conversion between both states can take place via the 

hyperfine interaction. For pairs composed of ions of aromatic 80 

hydrocarbons, this process occurs on the 10-100 ns 

timescale.42,191 For TIPs, on the other hand, the singlet-triplet 

splitting is too large for this mechanism to be operative and, 

in this case, CR to the neutral ground state can be viewed as 

an intersystem-crossing. The presence of heavy atoms in the 85 

ion pair can favour this process as well as the intersystem 

crossing from the singlet to the triplet TIP.192,193  

 

5.3 Non-equilibrium effects 

When ultrafast, CR of ion pairs often takes place before the 90 

pair has fully equilibrated. Relaxation to the equilibrium 

involves solvent modes as well as intramolecular and 

probably intra-ion pair modes. Not much is known about the 

latter, but they can be expected to play a more important role 

in non-polar or weakly polar solvents, where the Coulomb 95 

interaction is the strongest. On the other hand, solvent 

relaxation dominates in polar environment and the diffusive 

part of its dynamics scales with the viscosity, ranging from 

about 0.6 ps in acetonitrile to several hundreds of ps in long 

alcohols or in room temperature ionic liquids.194-196 In such 100 

cases, the CR dynamics is non-exponential and depends on 
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how far from equilibrium the ion pairs have been initially 

produced.197,198 These non-equilibrium effects have been 

shown to lead to the suppression of the normal region for the 

CR of TIPs.59,151,179-181,199 CR in the normal region is a 

thermally activated process and its observation requires the 5 

initial state to be in thermal equilibrium (Figure 9). However, 

if the TIPs are initially formed far from equilibrium, CR can 

occur before their relaxation is complete and is then 

activationless. This is possible if the energy gap is not too 

large and if the electronic coupling is substantial as in TIPs. 10 

On the other hand, electronic coupling in LIPs is small and, 

thus, these pairs relax entirely and their CR exhibits the 

normal behaviour. In such cases, CR in TIPs can be faster by 

more than three orders of magnitude than in LIPs.151,180 Such 

non-equilibrium or hot CR can be theoretically described 15 

using the semi-classical variant of the two-dimensional 

Sumi-Marcus model, that accounts for example for ET 

processes faster than solvation.29,200,201 Just the opposite 

effect, i.e. solvation induced retardation, was observed for 

CR close to the activationless regime of ET.175,202 The ions 20 

are generated out of equilibrium thus placing the driving 

force for recombination deeply in the inverted region. Upon 

solvent relaxation the driving force decreases and CR 

becomes feasible. Indeed, the recombination rate in the 

activationless region was found to be faster in acetonitrile 25 

than in slower solvents like benzyl-acetate.175 

 
Figure 9. Comparison of the energy schemes for non-equilibrium 

and thermally activated charge recombination. 

Tuning the excitation wavelength allows the initial structure 30 

of the TIP, including the surrounding solvent, to be varied 

within the Franck-Condon window offered by the absorption 

band of the donor/acceptor complex: the shorter the 

excitation wavelength, the further from equilibrium the TIP 

is formed. An excitation wavelength dependence of the CR 35 

of TIPs has been reported with several donor/acceptor 

complexes in polar solvents.180,203,204 For example, with the 

isodurene / tetracyanoethylene complex in valeronitrile, the 

CR dynamics was found to be faster and closer to 

exponential upon 620 nm than upon 480 nm excitation. This 40 

effect was explained by arguing that if the TIPs are formed 

far from equilibrium, some relaxation is required before the 

Franck-Condon factor is sufficiently large for CR to take 

place. An excitation wavelength dependence has also been 

theoretically predicted for bimolecular photoinduced CS 45 

processes in cases where the equilibrium solvent coordinates 

of the ground and excited states of the reactants and of the 

ion pair differ substantially.205 However, this effect still 

requires experimental confirmation. 

Significantly more systematic experimental work is still 50 

necessary to gain insight on the non-equilibrium effects 

accompanying CR reactions, e.g. at extremely large CS 

driving forces, and to put the few existing theoretical models 

to a test.206,207  

 55 

6. Conclusions 

A comprehensive understanding of bimolecular charge 

separation and recombination reactions requires efforts on 

various fronts. On the one hand, the theoretical description of 

irreversible (lately also for reversible) reactions by the 60 

diffusion-reaction equation formalism has been put on solid 

grounds. In addition, more recent theoretical works have 

included non-equilibrium effects into the description for the 

intrinsic electron transfer dynamics. 

On the other hand, state-of-the-art time-resolved 65 

spectroscopy gives now access to a wide range of 

wavelengths, from the deep UV to the far IR, and timescales, 

from the subfemto- to the millisecond regimes. Clearly, both 

theoretical and experimental tools have not been fully 

exploited yet for bimolecular photoinduced ET processes. 70 

Although our present understanding of these reactions is 

relatively good, many important questions, that we have tried 

to emphasize in this perspective, still wait for an answer. 

Additionally, further work where the various key parameters 

are systematically varied is still necessary. 75 

Doing this will not only increase our understanding but will 

allow further progress in various areas, such as solar energy 

conversion, where these processes are deeply involved.  
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