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Results are presented from a dissipative particle dynamic (DPD) simulation of a model non-
ionic chromonic system, TP6EO2M, composed of a poly(ethylene glycol) functionalised 
aromatic (triphenylene) core. The simulations demonstrate self-assembly of chromonic 
molecules to form single molecule stacks in solution at low concentrations, the formation of a
nematic mesophase at higher concentrations and a columnar phase in the more concentrated 
regime. The simulation model used allows very large system sizes, of many thousands of 
particles, to be studied. This provides, for the first time, an opportunity to study chromonic 
phase behaviour by simulation without severe restrictions imposed by system size. In the low 
concentration limit, the simulations demonstrate approximate isodesmic association from 
which a binding energy can be obtained, allowing the simulations to be tuned to reproduce the
behaviour of the real experimental system. 

1 Introduction

Chromonic  liquid  crystals  are  a  sub-class  of  the  lyotropic
liquid  crystal  family1,2.   The  molecular  features  that  drive
the formation of chromonic phases are a polyaromatic core,
with polar or solubilising groups at the periphery.  In water,
although in principle other dispersing media could be used,
chromonic  molecules  self-assemble  to  form  stacks  with
single3–5 or  multiple-molecule  cross-sections6–8  Upon
aggregation,  aromatic  groups  are  aligned  into  a  stack  (or
column),  limiting  unfavourable  interactions  with  the
solvent3.   At  higher  concentrations,  when  aggregates  are
sufficiently long, mesophase formation occurs from entropy-
driven alignment of the long anisotropic columns, resulting
in  a  nematic  (N)  phase  composed  of  stacks  with  a  size
distribution  that  is  dependent  upon  temperature  and
concentration. At still higher concentrations a chromonic M
phase can form, with a regular two-dimensional packing of
columns  on  a  hexagonal  lattice2.  There  is  considerable
current  interest  in  chromonics  because  of  applications  in
areas  such  as   thin  film  fabrication9,  real-time  microbial
sensors10,11,  and  controllable  side-by-side  or  end-to-end
assembly of gold nanorods12.  

Chromonic  mesogens  tend  to  have  a  strong  enthalpic
contribution  towards  the  self-assembly  process.  They
aggregate in a reversible manner, with aggregation occurring
in the absence of a critical micelle concentration, and often
at extremely low concentrations13. The favourable enthalpic
interactions  are  usually  attributed  to  π-π  stacking  of  the
aromatic cores,  leading to the growth of linear aggregates.
Since aggregation is a one-dimensional process (for simple
single  molecule  stacks)  each  molecule  only  interacts
strongly  with  its  two  neighbours,  above  and  below in  the
stack.  Molecules  at  the  end  of  the  stack  interact  strongly
with  only  one  neighbouring  molecule.  This  configuration

implies  an  isodesmic  binding  model;  that  is  the  binding
environment  does  not  change  as  the  aggregates  grow  in
size14.  Adding  a  molecule  to  the  stack  increases  the  stack
size, and replaces the end of the stack with another identical
to its predecessor. This is distinctly different from micellar
growth. As a micelle grows the curvature of the interface of
the  micelle  changes,  leading  to  a  different  binding
environment for each additional molecule. 

Most identified chromonics fall under the banner of ionic
chromonics, with a large chromonic ion that self-assembles,
which is responsible for the shape of aggregates in solution,
and a  dissociated  solvated counter  ion.  Here,  counter  ions
are well-solvated and appear to be only partially associated
with the aggregate  species3.  Far  less  studied are  non-ionic
chromonics,  which  tend  to  have  far  larger  aromatic  cores
with a number of solubilising groups attached that stabilise
the molecule in solution15,16. 

This  study  considers  the  non-ionic  chromonic
2,3,6,7,10,11-hexa-(1,4,7-trioxaoctyl)-triphenylene,
TP6EO2M (figure 1). TP6EO2M is a neutral molecule with
D3h symmetry, and is composed of a triphenylene core with
six ethylene oxide arms (each  ethylene oxide oligomer unit
is  terminated  with  a  methyl  group).  Previous  studies 17,18

have  shown that  TP6EO2M in  water  has  a  stable  nematic
phase, which extends from 14 wt% to 51.2 wt%, depending
on temperature, with a hexagonal columnar phase at higher
concentrations.  An  isodesmic  binding  model  has  been
suggested for the formation of TP6EO2M aggregates19.

Simulation  studies  have  provided  some  useful  insights
into chromonic behaviour14,19,20.  In  recent  work Chami and
Wilson3 have  provided  one  of  the  first  detailed  atomistic
studies, looking at the structure and dynamics of molecules
within a chromonic column in water and the structure of a
(pre-assembled) N phase. However, for a molecule as large
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as  TP6EO2M  such  studies  are  limited,  by  computational
expense, to a relatively small number of molecules in water;
and cannot be used to study bulk phase behaviour or to look
at aggregation as a function of concentration. 

In  the  current  work,  we  use  the  dissipative  particle
dynamics (DPD)21 technique to study a model for TP6EO2M
at a coarse-grained level. We show how altering the ethylene
oxide  arm length  has  subtle  effects  on  local  packing,  and
greatly  impacts  on  the  phase  behaviour  of  the  system  in
water.  Additionally  we show how DPD parameters  can be
tuned  to  fit  binding  energies  and  reproduce  experimental
phase behaviour. 

Fig. 1 Molecular structure of a TP6EO2M molecule (left) and the
structure of the dissipative particle dynamics representation used in this
work (right) for L = 3 chain beads. Beads marked a, b and c are used to

apply an aligning field as described in section 2.1. The vertical and
horizontal arrows show the parallel and perpendicular axes respectively.

2 Computational Methods

2.1 DPD Model

DPD has been successfully applied to simulate a number of
soft  matter  systems:  block  co-polymers22–24,  colloidal
suspensions25, lipid bilayers26,27, nanoparticles28,29 and liquid
crystalline phases30,31 including those formed from complex
polyphilic  molecules32–35.  Molecular  systems  are  readily
coarse-grained to a DPD representation by replacing multi-
atom chemical  groups  with  simple,  single-site  microphase
segregating groups (beads). The beads then interact through
space with three  simple  forces  acting along the inter-bead
vector:  a  conservative  force  (FC),  a  dissipative  force  (FD)
and a random force (FR).

FC  = aij(1-rij/rcut)  for |rij| < rcut

or

FC  = 0 if |rij | ≥ rcut (1)

where  aij represents the maximum repulsive force between
particles  i and  j, and  rcut is the interaction cutoff, which, as
standard, is taken to a single unit of length. 

FD = -γω2( rij(rij•vij))   for  |rij | < rcut

    FD = 0                       for   |rij| ≥ rcut; (2)

 FR=
σω rij θ

√dt
    for  |rij| < rcut

                FR=0   for   |rij|  ≥ rcut (3)

where  the  relationship  between  σ and  γ (σ2 =  2γ kbT*)

effectively controls the temperature. How rapidly the system
equilibrates  with  respect  to  temperature  can  be  controlled
with the friction coefficient ω, and θ is a random normally-
distributed  variable   (0  <  θ  <  1).  Further  details  of  the
technique have been reviewed in the literature 36. 

In  principle,  non-ionic  chromonic  molecules  can  be
represented by two types of chemical group: an unsaturated
aromatic-like group that  can be used to  represent  the core
and a hydrophilic group to represent peripheral solubilising
groups.  In  the  case  of  TP6EO2M,  in  order  to  properly
capture  molecular  structure  (and  hence  self-assembly
behaviour) it is necessary to include  additional bonding and
angle  parameters  to  accurately  represent  the  molecular
shape.  The  coarse-graining  scheme  used  in  this  work  is
shown in figure 1. We used a rigid disc-like core, composed
of  19  aromatic  type  beads  arranged  hexagonally  in  2
dimensions, surrounded with six flexible arms (see figure 1)
each  represented  by  L beads.  We  note  that  while  the  D3h

symmetry of the atomistic representation has been increased
to   D6h within  the  coarse-grained  model,  this  (38  bead)
model  is  still  able  to  capture  the  key  interactions  of
TP6EO2M  responsible  for  self-assembly  and  mesophase
formation. 

We have also carried out test calculations of a more fine-
grained  representation  of  TP6EO2M  with  D3h  symmetry.
However,  here  a  larger  number  of  beads  is  required  to
represent  the  reduced,  D3h, symmetry  of  the  core.  This,
combined with additional intramolecular interaction terms to
maintain  geometry,  necessitates  the  use  of  a  smaller  DPD
time-step.  Hence,  as  the self-assembly behaviour  was very
similar  in  the  two  models  in  initial  tests,  we  have
concentrated  on  the  more  coarse-grained  representation  in
the work presented here.

The usual reduced DPD units were employed throughout.
Distances were scaled by unit length, l = 1,  we used beads
of size  rcut / l = 1 with a reduced mass of  m = 1. Energies
were  scaled  by  unit  energy,      and  temperature  was
measured in units of  T*  =  kBT/.  Our simplified  TP6EO2M
core  maintained  rigidity  with  harmonic  springs  binding
beads at an ideal distance of r/l = 0 using the repulsive DPD
potential  to  provide  the  repulsive  component  of  the
“bonding”  potential  (and  hence  a  finite  bond  length).
Harmonic angle potentials were used to link any three linear
adjacent beads (in figure 1) with an ideal angle of 180 o. The
force constants for these two interactions were set to  bond  /
( l-2)  = 20,  angle  /  ( rad2) = 20 respectively.  The ethylene
oxide units are represented by simple beads bonded with the
same harmonic potentials  described for  the  core,  no angle
potentials were imposed on the ethylene oxide units.

The properties of the two types of coarse-grained groups
aim to  mimic  the  properties  of  the  aromatic-core  and  the
ethylene oxide chains within TP6EO2M, and so, in the first
instance the DPD parameters, aij were selected to encourage
microphase  segregation,  allowing  the  ethylene  oxide  arm
and  water  to  freely  mix  but,  keeping  the  aromatic  core
separate.  The  corresponding  parameter  set  was  aij/ =  25
when i = j, or i = water and j = ethylene oxide, and aij/ = 45
for all other interactions. 

As  the  coarse-graining  scheme used  is  relatively  crude,
we initially varied the ethylene oxide chain length  L from
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zero to 5 units. Treating L in this way, for fixed values of aij

allow  us  to  obtain  a  chain  length  that  best  matches
experimental15  data for TP6EO2M. 

1000  molecules  of  TP6EO2M  were  placed  at  random
positions  and  orientations  within  a  cubic  simulation  box.
The required concentration was then obtained by adding an
appropriate number of water beads in random positions. To
explore  the  influence  of  arm  length,  simulations  were
performed on molecules  with an arm length  L =  0-5,  over
the range of concentrations 25 wt%,  50 wt%, 75 wt% and
100 wt% (no  water).  To  study  binding  energies  additional
longer  simulations  at  10  wt%  were  also  performed  to
minimise  the  influence  of  highly  fluctuating  larger
aggregates. Given the uniform mass of DPD beads used in
these simulations, the weight percent can be mapped in a 1:1
manner with the volume fraction.      

Equations of motion were solved using the Velocity Verlet
integration  algorithm,  using  the  DPD  module  of  the
DL_MESO37,38 program (DL_MESO_DPD) in the constant-
NVT (canonical)  ensemble.  In  each case,  simulations were
started from a random configuration, which was quenched to
the desired temperature  (T* = 1). More complicated cooling
procedures were found to be unnecessary, since the unbound
water  content  allowed  for  sufficient  system  flexibility  to
equilibrate  under  any  set  of  conditions  without  the
equilibrium configuration depending on thermal history (or
nucleation events). We found that 1000000 steps with a time
step of  / (l/(m/)1/2) = 0.02 was sufficient to ensure a well
equilibrated phase in most cases. The parameter slowest to
equilibrate  was  the  cluster  size/distribution,  simulations
where  this  distribution  was  found  unequilibrated  were
continued for a further 1000000 equilibrated steps. The DPD
parameter for noise amplitude was taken to be  σ  = 3.6710.
All simulations were performed at a particle site density ρ /
l3= 3.0.

Simulations  of  ordered  phases  (nematic,  columnar  and
crystal  phases)  started  from  a  random  arrangement  of
molecules  often  failed  to  equilibrate,  resulting  in  linear
aggregates  with  no  long  range  positional,  or  orientational
order.  These aggregates were often locked into position by
periodic  boundary  conditions,  and  could  not  dynamically
reorient due to packing restraints of adjacent aggregates. To
aid the equilibration of ordered phases we  investigated the
influence of a pseudo magnetic field,  applied to orient the
discs in  a single  direction.  Once a phase formed, the field
was removed and a further 100000 equilibration time steps
were performed to study a field free simulation. To impose a
field  we  first  calculated  the  normal  vector  to  the  plane
defined by three  of  the  corner  aromatic  beads,  a,  b and  c
(figure 1). The field acted to align this vector to the z-axis of
the simulation cell. The energy due to the field is:

|Emag| = 0.5 kfield (θ- θeqm) (4)

where θ = cos-1( | ( r̂ab  x r̂bc ) · D |), θeqm = 0, with a
field director  D = (0 0 1). A field strength of  kfield / ( /  l-1

rad-2) =  2.0  was  selected  as  sufficiently  large  to  align  the
short  molecular axis but sufficiently  small  to minimise the
effects of the field on phase boundaries. The presence of the
field did not influence phase stability for any of the systems
in water. However, without a field it was difficult for long

columns  formed  from  self-assembly  of  an  initial  random
configuration  of  mesogens  to  fully  align  because  of  the
possibility  of  long  aggregates  interacting  with  themselves
across periodic boundary conditions. For thermotropics the
field  helped  stabilize  mesophases  for  two  systems,  as
described below.

2.2 Analysis of simulations

Cluster Analysis

Cluster  analysis  was  carried  out  following  the  method  of
Stoddard39. Using the central bead of the core as a reference
site,  any  molecule  that  fell  within  a  radius  of  2.5  bead
lengths (l) was considered to be part of the same aggregate.
A value  of  2.5  l was  chosen  as  it  correctly  identified  the
number  of  molecules  within  chromonic  columns  (checked
visually);  picking  up  the  interactions  of  molecules  that
aligned parallel in a shifted or eclipsed configuration, while
molecules with an orthogonal arrangement could not achieve
this  distance  of  approach  without  substantial  molecular
distortion.  Cluster  calculations  sampled  an  equilibrated
simulation 100 times over 10000000 time steps.  

Pair distribution functions

Two  dimensional  pair  distribution  functions,  g(u,v),  were
calculated  using  a  molecular  frame  normal  to  the  system
director  (see  figure  1).  To  allow  for  changes  along  the
system  director,  each  molecule was  analysed  applying  a
cutoff distance of 2.5l  along the director axis. An additional
cutoff  of  half  the  simulation  box  dimension  was  applied
normal to the system director. The parallel axis was defined
as the unit vector along the direction from the centre of the
core to the core bead where an ethylene oxide arm attaches.
The perpendicular axis was implicitly defined as normal to
the parallel axis and the molecular short axis (figure 1). For
comparison we also tested a second version of g(u,v), where
the parallel vector was defined from the centre of the core to
the  bead  at  the  end  of  a  selected  ethylene  oxide  arm.  No
discernible  difference  was  found  between  the  two  g(u,v)
definitions.

3. Results and Discussion

Fig. 2 Crystal columnar (left) and columnar (right) phases of the zero
arm (L = 0) model. Transitions occurred at T* = 0.7 (crystal-columnar),

T* = 1.5 (columnar-nematic), T* = 1.9 (nematic-isotropic) in the
presence of a stabilising field.
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3.1  Arm length L = 0

An  arm  length  of  zero  at  100  wt%  corresponds  to  a
simulation  of  a  thermotropic  polyaromatic  discotic  liquid
crystal. The polyaromatic mesogen shows no clear ordering
upon  cooling,  short  linear  aggregates  form,  but  fail  to
equilibrate  on  any  reasonable  timescale.  To  aid  in
equilibration a  weak  field  (kfield / ( /  l-1rad-2 ) =  2.0)  was
used to align the molecular short axis, inducing a  series of
transitions:   isotropic  –  nematic  (T* =  1.9),  nematic  –
columnar (T* = 1.5),  columnar – crystalline (T* = 0.7). For
the  columnar  phase  (figure  3)  each  molecule  has  the
freedom  to  rotate  giving  each  column  a  circular  cross
section,  whereas  in  the  crystalline  phase  the  molecular
rotations  are  frozen  such  that  each  column  maintains  a
hexagonal  cross-section.  The  transition  between  the  two
highly  ordered  phases  can  easily  be  distinguished  through
analysis of the g(u,v) plots (figure 3). g(u,v) for the crystal
phase which  show long  range  in-plane orientational  order,
whereas the columnar mesophase shows hexagonal packing
of  columns but  exhibits  in-plane  molecular  rotations.  This
leads to a loss of the sharp peaks within the rings that arise
from  the  hexagonal  tiling.  At  higher  temperature,  the
columnar  phase  melts  to  give  a  discotic  nematic,  with  no
hexagonal order. 

Fig. 3 Two dimensional g(u,v) for zero arm (L = 0) molecule (top) and
single arm (L = 1) molecule (bottom). The plots show crystal(left),
columnar (middle) and nematic (right) phases in the presence of a

stabilising field.

Removal  of  the  field  from  each  equilibrated  phase
resulted in  loss of both the nematic and columnar phases,
only the crystal and isotropic phases remained stable with a
single  transition  crystal  –  isotropic  phase  transition  at
T*=0.8. 

Since there are no ethylene oxide arms to aid solvation in
water, upon addition of water, one would expect any ordered
phase to swell, to accommodate minimum amounts of water,
then phase separate to form a two phase region.  This does
indeed occur and is seen at the next concentration increment
(75 wt%). A biphasic region in the phase diagram becomes
evident  with  the  two phases  corresponding  to  a  region  of
pure  water  and  a  region  of  essentially  pure  chromonic
material.

3.2  Arm length L = 1 

Adding  six  ethylene  oxide  arms  each  with  a  length  of  a
single  bead,  reduces  phase  transition  temperatures  slightly

but  does  not  dramatically  change  the  thermotropic  phase
behaviour. Once again no ordering was observed on cooling
from  an  isotropic  liquid.  However,  for  the  solventless
system,  in  an aligning field,  transitions occur  at   T* =  1.6
(isotropic – nematic),  T* = 1.4 (nematic –  columnar),  T* =
0.6  (columnar  –  crystalline).  In  comparison  to  the  L =  0
system  the  only  notable  differences  are  seen  in  a  slight
increase in the column spacing in the crystal and columnar
phases,  and  a  change  in  the  in-plane  ordering  within  the
crystal.  To  accommodate  the  ethylene  oxide  groups  the
columns  are  spaced  further  apart.  Additionally,  since  a
single  bead arm has  very  little  conformational  freedom,  it
fills  space  without  distorting  the  molecule.  Consequently,
the  columns  are  reorientated  by  approximately  20  degrees
relative  to  the  L =  0  crystal  (as  seen  in  figure  3).  In  the
columnar phase  increases  in  the  spacing between columns
leads to more diffuse peaks in  g(u,v) and less orientational
order relative to the L = 0 model.

Removal  of  the  field  only  effected  the  thermotropic
nematic  phase  stability.  Both  the  crystal  and  columnar
phases were stable with and without an aligning field; with
the columnar phase melting directly to an isotropic phase on
increasing temperature.

The L = 1 system displays further phase changes upon the
addition of water. The ethylene oxide arms add a favourable
interaction between the molecule and water,  stabilising the
inclusion  of  water  within  a  single  phase.  No  two  phase
regions  were  observed,  even  down  to  a  25  wt%
concentration.  The  columns  clearly interact  less  with each
other as the amount of solvent increases  (see figure 4). At
75 wt% the 2d-orientational correlation of the pure melt has
been lost.  The ring pattern seen in  g(u,v)  is  commensurate
with a chromonic M phase (hexagonally arranged columns).
At 50 wt% (N phase) the hexagonal arrangement of columns
has  disappeared.  However,  a  ring  structure  persists,
indicating that  there  is  a  weak column-column interaction.
At  25  wt%  (nematic   –   isotropic  phase  transition)  all
structure in the pair distribution function is lost apart from
an  exclusion  zone  around  each  core  unit  that  no  other
columns  can  enter;  indicating  the  columns  randomly  fill
space. 

Fig. 4 Top: configurations of the  L = 1 system at 100 wt%, 75 wt% and
25 wt% (left middle and right, respectively) at T*=0.6; brown sites
show aromatic groups, blue sites show ethylene oxide segments and
water is not shown for clarity. Bottom: g(u,v) for four concentrations

100 wt%, 75 wt%, 50 wt% and 25 wt% (left to right).

Page 4 of 8Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



3.3  Arm length L = 2 - 3 

Fig. 5 Configurations of the L = 2 model at 100 wt% (left), 75wt%
(middle) and 50 wt% (right). T* = 1.0.

Increasing the arm length to two beads per arm adds a soft,
distortable  corona  around  each  molecule.  2d-orientational
order  between  columns  is  now  lost  for  the  thermotropic
case:  even  at  low temperatures  (T*  =  0.5)  each  molecule
within a column has freedom to rotate around the molecular
primary axis.  At low temperatures we see therefore only a
columnar phase (see figure 5). This phase can accommodate
water by swelling to give both M (at 75 wt%) and N phases.
The system shows a nematic phase at 50 wt% and 25 wt%
but  orientational  ordering  of  columns  is  lost  at  10  wt%
giving an isotropic arrangement of aggregates. 

Fig. 6 Top (left): a configuration of the L = 3 model at 50 wt%. Top
(right): a slab of the same concentration, 3.6 l thick, with an irregular

hexagonal overlay (right). Bottom: g(u,v) plots for  L = 3 model at  four
concentrations 100 wt%, 75 wt%, 50 wt% and 25 wt% (left to right).

T*=1.0

Molecules with  L = 3 arms exhibit  a very similar trend to
the  L =  2  system.  The  exception  occurs  at  50  wt%
concentration.  Here,  the  phase  is  nematic  but  shows local
hexagonal arrangement of columns for thin slices parallel to
the director (see figure 6: top); suggesting that 50 wt% is on
the cusp of a hexagonal – nematic columnar transition. The
g(u,v) (see figure 6: bottom) shows that in the thermotropic
melt there is no in-plane orientational order within a column
but the ring pattern and intensity corresponds to a hexagonal
columnar phase.  At  50 wt% the water  volume reduces the
packing  forces  between  columns,  allowing  columns  a
greater configurational freedom and resulting in a pattern in
which  the  columns  appear  to  form  strings  in  the  2D
projections (figures 5 and 6). However, each column is fully
solvated  by  water  and  remains  independent  of  adjacent

columns. The M phase is evident at 75wt% and, as before, at
25wt%  the  pair  distribution  function  shows  no  positional
order in the cross section normal to the columnar director.   

3.3  Arm length L = 4 - 5

Arm lengths of  L = 4 and  L = 5 show similar behaviour to
the  L =  3 system,  with the exception that  at  50 wt% a M
phase is seen. There are two competing factors responsible
for  the  stabilisation  of  ordered  phases  at  lower
concentrations: as the arms increase in length the fraction of
rigid  core  present  in  the  system  decreases,  acting  to
destabilise  the  phases  relative  to  water  content,  this  is
counteracted by the longer arms allowing a higher capacity
for  swelling  of  a  phase,  and  thereby  incorporating  more
solvent.

3.4 Aggregation at low concentrations

To  test  the  self-assembly  properties  of  our  model  against
experimental  behaviour  and to  show how DPD parameters
can  be  fine-tuned  for  chromonic  systems,  an  additional
series  of  lower concentration calculations were performed.
Simulations  with  arm  length  of  3  beads  (L =  3)  were
selected for this experiment, since the behaviour of the L = 3
model  best  represents  our  target  experimental  system
TP6EO2M15. Simulations were performed at a concentration
of  10  wt%,  in  the  isotropic  phase.  At  this  concentration
columns are  sufficiently  short  to  remove the possibility  of
periodically infinite columns and to reduce the frequency of
any poorly sampled, larger aggregates.

Fig. 7 Top: distribution of clusters of different sizes for T* = 0.5, 0.8,
1.0, 1.1.Top (insert): distribution of clusters of different sizes for T* =
1.5, 1.4, 1.3, 1.2. Bottom: probability of molecules having zero, one or

two bound faces. 
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Table 1 Variation of  simulation pressure and equilibrium constants for formation of dimers and higher  aggregates as a function of temperature.  n-
mer equilibrium constants and standard errors are calculated over  7 n-mers for T* = 1.5 and respectively for 7, 8, 10, 15, 18 and 19 aggregates for the

additional temperatures given.

 T* p* [C2 ]M o

[C 1 ] [C1 ]
/ 10-5  

[C3 ]M o

[C2 ] [C1 ]
/ 10-5  

[C4 ]M
o

[C 3 ] [C1 ]
/ 10-5 

[C 5 ]M
o

[C 4 ] [C1 ]
/ 10-5  

[Cn ]M o

[Cn−1 ] [C1 ]
/ 10-5  

1.5 26.80 3.2 1.0 0.77 0.76 0.91 ± 0.1
1.4 26.44 6.1 2.0 1.4 1.4 1.5 ± 0.1
1.3 26.08 13.7 4.2 3.0 2.6 2.9 ± 0.27
1.2 25.57 30.9 10.3 7.5 5.8 7.2 ± 0.98
1.1 25.54 100.8 35.4 21.0 21.1 22.1 ± 2.6
1.0 25.04 379.5 220.9 77.4 91.9 103.8 ± 14
0.9 24.71 3771.4 688.8 282.1 540.5 485.0 ± 47

The  standard  isodesmic  model  assumes  that  the
equilibrium constant  for  binding an additional  molecule  is
the same across each  n-mer for each further binding event.
This leads to the production of an exponential distribution of
monomers  in  aggregates.  In  figure  7, we  show  the
distribution  of  cluster  sizes  for  different  temperatures.  At
higher temperatures (T* ≥ 1.5) monomers dominate, while at
lower temperatures  (T* < 1.1)  larger  aggregates  dominate.
In between there  is  a  regime where the number of  dimers
exceeds the number of bare monomers.

The  lower  part  of  figure  7  shows  the  probability  of
finding  molecules  with  zero  bound  faces  i.e.  monomers,
molecules with one face bound representing either dimers or
molecules  at  the  end  of  an  aggregate,  and  aggregates
molecules with two bound faces. At high temperatures (T* =
1.5) ~30% of the molecules are monomers, with ~65% end
aggregate molecules and ~5% mid aggregate molecules.  As
the temperature decreases we initially observe an increase in
both forms of bound molecules and an associated decrease
in  monomers;  indicating  that  more  aggregates  form  and
aggregates  also  increase  in  size.  As  the  temperature  is
reduced further the monomer numbers continue to decrease
while  the  number  of  molecules  in  a  mid  aggregate
configuration  increases.  However,  the  number  of  end
aggregate  molecules  decreases  also;  indicating  (for  fixed
number of molecules) that fewer but larger aggregates have
formed.  At  lower  temperatures  still  (T*  =  0.8)  there  are
effectively no monomers remaining and only a small number
of end aggregate molecules. 

It is interesting to compare the results seen here with the
Monte  Carlo  simulations  of  a  simple  disc  model  for  a
chromonic  system  by  Edwards  et  al.19.   They  note  that  a
modification  to  the  usual  isodesmic  association  model  is
required  to  explain  their  results,  whereby  the  equilibrium
constant  becomes  concentration  dependent.  However,  the
results  in  the  current  study  are  more  consistent  with  a
different  type  of  modification  to  isodesmic  association,  in
which  there  is  more  than  one  binding  event.  In  our  case
initial  formation  of  dimers  is  favoured  over  addition  of
further monomers. The latter appears also to be seen in some
experimental  systems.  For  sunset  yellow,  Chami  and
Wilson3 have attempted to quantify this by calculating free
energies of binding to aggregate stacks within an atomistic
simulation model.  In their work a small preference is seen
(~of  2 kJ mol -1) for aggregation of two monomers to form a
dimer, in comparison to addition of a monomer to a larger

(dimer or above) aggregate. In the DPD model used here, all
interactions are  repulsive,  consequently a  small  preference
arises  naturally  for  dimer formation due to  the absence of
next nearest neighbour repulsions (particularly arising from
the flexible chains). 

To quantify this  further we define equilibrium constants
for the binding process

Kn=
[Cn ]M o

[Cn−1 ] [C1 ]
, (5)

where [Cn] is the concentration of aggregates of size  n  and
Mo is  a  standard  state  of  1  M.  Examination  of  the
equilibrium constants in table 1 show that there is indeed a
small  difference  in  the  monomer  to  dimer  equilibrium
constant  compared  to  the  (n-1)mer  to  n-mer  binding:  thus
explaining the lower than expected  monomer concentrations
of figure 7. To a lesser extent we also note  the formation of
a trimer is also slightly favoured over higher aggregates. 

For  a  standard  constant-NpT  simulation  binding
enthalpies can be extracted directly from the slope of a van't
Hoff  plot.  Our  DPD  simulations  are  in  the  constant-NVT
ensemble but given

(∂ lnK∂T )
p

=(∂ ln K∂T )
V

−(∂ lnK∂ p )
T
(∂ p∂T )

V

(6)

and  (∂ lnK /∂ p )T  is  small,  and  additionally  our
system size  is  relatively  large,  we  can  neglect  the  second
term on the right hand side of equation 6, writing

(∂ lnK∂T )
p

≈(∂ ln K∂T )
V

≈
ΔHo

RT 2
,

(7)

or alternatively

( ∂ ln K
∂ (1/T ) )V≈

−ΔH o

R
.

(8)

Figure 8 shows the Van 't Hoff plots for dimer formation and
growth of aggregates. Within errors the slopes lead to almost

identical  values  for ΔH o
of  -15.2RT,  indicating,  for  this

model,  that  the  less  favourable  association  to  form
aggregates  (in comparison to dimers) arises from entropic
factors;  most  likely  due  to  neighbour  interactions  in  the
aggregate restricting conformational freedom.
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The  association enthalpy in our model is easily tuned by
the DPD repulsion parameter  aij. This means that it should,
in future work, be possible to tune the association behaviour
of  models  such  as  this  by  reference  to  small  atomistic
simulations in dilute solution.

Fig. 8 Van 't Hoff plots for dimer formation and aggregate growth. The
slopes lead to an almost identical association enthalpy of -15.2RT for
dimer and aggregate growth but with differing entropies, -9.0 R and

-10.6 R.

Conclusions

A  simple  DPD  model  has  been  developed  to  study
chromonic  self-assembly  and  phase  formation  in  the  non-
ionic chromonic TP6EO2M. The computational speed of the
model allows the phase diagram to be probed across a range
of  concentrations  from  pure  mesogen  to  dilute  solution.
Depending  on  concentration  and  the  length  of  the
hydrophilic chain, we see the formation of a crystal phase, a
columnar phase,  and a  stable chromonic nematic  phase; in
addition to association to give an isotropic arrangement of
chromonic aggregates at low concentrations.

In dilute solution, association behaviour is approximately
isodesmic,  leading  to  an  approximate  exponential
distribution of monomers in aggregates. However, we note a
small  deviation  from  isodesmic  behaviour  in  the  case  of
dimers.  Here,  as  in  some  experimental  systems,  entropic
factors  lead  to  the  association  of  two  monomers  being
slightly  more  favourable  than  aggregate  growth.  This
probably arises because chains  belonging to  a molecule in
the middle of a stack are restricted by the presence of two
neighbours, whereas chains belonging to end molecules are
only restricted by a neighbour on one side. 
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