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We report a novel single-molecular rupture mechanism revealed by direct sampling of the dominant pathway using a self-
optimized path sampling method. Multiple dominant pathways involving multistep transitions are identified. The rupture may
take place via a direct unfolding from the native state to the unfolding state, or through a two-step pathway bypassing a distinct
intermediate metastable state (IMS). This scenario facilitates us to propose a three-state kinetic model, which can produce a
nonlinear dependence of the rupture time on pulling force similar to ones reported in literature. In particular, molecule conforma-
tions in the IMS maintain an elongation of the tail at one terminal, by which external pulling will enhance the relative stability of
IMS. Consequently, even though the overall transition rate of the multistep pathway is relative small, the molecule still has to be
ruptured via it rather than the direct pathway. Thus, our work demonstrates an IMS trapping effect induced rupture mechanism
involving an abnormal switching from a fast dominant pathway to a slow one.

1 Introduction

Facilitated by the development of atomic force microscope1

and laser tweezer technique2,3, single-molecule micromanipu-
lation has led to increasing new insights into an expanding va-
riety of fundamental biological problems. One of its importan-
t applications is the mechanical rupture of a single molecule
under pulling forces, which reveals the mechanical properties
and dynamics of individual molecules or their complexes2–8.
In experiments, pullings are applied to the end of the molecule,
and rupture times or rupture forces are recorded for constant
force or constant speed pulling, respectively. Generally, for
a constant force F , the rupture time shows exponential-decay
dependence on F as indicated by the so-called Bell’s formu-
la9–12. Of particular interest, however, a rather counterintu-
itive effect was also found in pulling experiments6–8 that the
rupture time shows an abnormal increase for low forces, fol-
lowed by a maximum and then decrease at higher forces. So
far, there are several catch-bond models13 have been proposed
to understand such a novel “rollover” behavior, which can be
mainly divided into two types. For the first one, the nonmono-
tonic dependence is considered to be arisen from a force dis-
torted dominant pathway14–17. A minimal model proposed in
Ref. 15 has revealed the existence of a spectrum of unusual
scenarios for the force-dependent lifetime. On the other hand,
the second one attributes the “rollover” to the switching of the
dominant unfolding pathway from the one which is fast for s-
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mall pullings and not sensitive to the force, to a force-sensitive
one which turns to be fast for large forces7,8,14,18. Therefore, it
is desired to investigate directly the rupture pathways to enable
discrimination between the two possible mechanisms, which,
however, still remains a big challenge for theoretical study due
to that the rupture process is a very rare and complicated event
especially for small forces.

In this paper, we address such a problem by direct sampling
of rupture pathways with the help of a self-optimized path
sampling method we proposed. Clear evidences reveal that the
rupture of the considered protein involves multiple pathways
with multistep transitions. The protein may unfold via a one-
step pathway (path I) connecting directly the native state and
the unfolding state, or through a multistep pathway (path II)
with an evident intermediate metastable state (IMS). With in-
creasing force, the protein get more trapped into the IMS such
that the protein mainly unfold through path II, although the
overall rate of which is slower than path I. A multi-pathway
kinetic model consisting of the native state A, the unfolding
state B and the IMS is proposed, which allows us to analyze
explicitly how the average rupture time depends on the pulling
force. With the sampled kinetic parameters associated with the
protein, similar rollover feature is successfully reproduced as
that in literature. Remarkably, our work also unravels a nov-
el mechanism for the non-monotonic dependence of rupture
time on pullings. In contrary to the reported multipathway
mechanism where the rupture process is always via the fastest
pathway7,8,14,18, we find an abnormal switching from a fast
dominant pathway to a slow one, which is induced by force
enhanced IMS-trapping effect.
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2 Model and Method

2.1 Go-type model

Dynamic simulations are performed with a coarse-grained
model of proteins in which each residue is represented by a
particle with the same mass centered on the α carbons. The
beads are connected via rigid bonds along the protein back-
bone which is realized in simulations by using the SHAKE19

algorithm. Besides, the interactions between beads are de-
scribed by a Go-like potential20, including harmonic terms for
each bond angle, dihedral terms reflecting the conformational
preferences of the backbone, attractive interactions between
residues that are in native-contact, and repulsive interactions
between other pairs of residues. It has been shown that such
Go-models can reproduce the folding process of small proteins
significantly better than their all-atom counterparts21–23. The
molecule we study in the present work is protein L (1HZ6 on
pdb.org24) consisting of β sheets separated by an α helix and a
small tail at the N-terminal, for which the “rollover” of rupture
time was reported25. The Go-like potential for this protein is
calculated following the method proposed by Karanicolas and
Brooks20,26. A fundamental energy scale is determined, such
that rescaling of the potentials described above would result in
a folding transition temperature T ∗f . In simulations, the tem-
perature is fixed as T = 6T ∗f /7.

2.2 The self-optimized forward flux sampling method

Although pulling can accelerate the rupture process, the un-
folding event, especially for small forces, is still so rare such
that it is very hard to provide statistically reliable dominant
rupture pathway by brute-force simulations, and one usually
turns to path sampling methods. For nonequilibrium process-
es such as mechanical unfolding investigated here, forward
flux sampling (FFS) has been a widely-used choice27,28. Gen-
erally, FFS assumes an order parameter λ to distinguish the
initial state A from the final state B. A series of interfaces
{λi, i = 0, ...,N} in between are used to calculate the transi-
tion rate and to sample the transition path ensemble step by
step. FFS generates partial trajectories between adjacent inter-
faces which are integrated forward in time only, and calculates
the transition rate via kAB = φ0 ∏

N−1
i=0 P(λi+1|λi) from A to B,

where φ0 is the effective forward flux leaving A and reaching
the first interface, P(λi+1|λi) is the conditional probability that
a trajectory coming from A crosses interface i for the first time
and then reaches the interface i+1 before returning to A. FFS
has been widely used in a variety of systems, e.g., the flip-
ping of genetic toggle switch27, nucleation process29, poly-
mer translocation30, protein conformational changes31, to list
just a few.

However, difficulties arise when we try to apply FFS to the
present system, where complex pathways may exist. The or-

der parameter is normally chosen as the end-end distance of
the protein with one end fixed and the other subjected to the
force. According to standard FFS procedures, the interfaces
{λi} are set with equal λ -distance between adjacent ones. N-
evertheless, this may lead to considerable computational inef-
ficiency because the potential difference between adjacent in-
terfaces are usually not equal, such that a particularly sharp in-
crease of potential would hinder the sampling process. In ad-
dition, FFS may fail if some unknown IMSs hide between the
initial and final states. To overcome these two difficulties, here
we propose a self-optimized approach which self-adaptively
locates the interfaces and searches for IMSs on the fly dur-
ing the sampling process32. The basic idea is simply that an
optimized set of interfaces λi should maintain equal condi-
tional transition probabilities P(λi+1|λi) between adjacent in-
terfaces, rather than equal order-parameter distance. This is
done by firstly running local trajectories starting from the cur-
rent interface λi to get the conditional probability distribution
Pc(λ > λi|λi), and then determining the next interface λi+1
by equalling Pc(λi+1|λi) to a given value p0. With these op-
timized interfaces, FFS can be run in a much more efficient
way on the fly. In addition, the approach facilitates us to find
the IMSs conveniently, by monitoring some special long tra-
jectories that neither end at the initial state nor reach the next
interface, the number of which will increase sharply from zero
if such IMS is encountered.

A detailed procedure is described as follows:
(a) Run a long enough trajectory with time length T1 start-

ing from A till the conditional probability Pc(λ |A) converges.
Interface λ0 is located at where the conditional probability is
of a fixed value Pc(λ |A) = p0. Store configurations that cross
λ0 and count its number n0, and calculate φ0 by n0/T1.

(b) Run trajectories with fixed time length T2 starting from
random-chosen configurations at interface λi till the condi-
tional probability Pc(λi+1|λi) for λ ≥ λi converges. Interface
λi+1 is located at where the conditional probability Pc(λi+1|λi)
takes value p0. Store configurations crossing λi+1.

(c) Calculate the exact conditional probability by
P(λi+1|λi) = ni,1/Mi, where ni,1 is the number of successful
trajectories which cross interface λi+1 before returning to
A, and Mi is the total number of trajectories. Notice that,
trajectories which reach neither interface λi+1 nor the initial
state A during T2 should be further run till ends at one of the
two states. Count ni,3 the number of trajectories which end
neither at λi+1 nor at A for a sufficient long time.

(d) If ni,3 is substantially larger than zero, run a long enough
trajectory starting from a configuration picked up randomly
from these trajectories till the local phase space density ρ(λ )
converges. Locate the IMS A′ at where ρ(λ = λIMS) reaches
the maximal value. Replace A by the IMS A′ , repeat steps (a)
to (d).

(e) Repeat step (b) to (d) till the final state is reached.
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Fig. 1 (Color online) Sampled conditional local phase space
distribution and cumulative distribution (both in relative probability)
starting from (a) the native state A and (b) a known interface (here
interface λ0 as an example). The new interface is located at where
the cumulative distribution takes the value 0.9.

In practice, the conditional probability Pc(λi+1|λi) can be
replaced by conditional local phase space distribution ρ(λ |λi)
of forward trajectories staring from interface λi, which fur-
ther improves the computational efficiency. The difference
between ρ(λ |λi) and Pc(λi+1|λi) lies in that trajectories that
cross a given λ for multiple times contribute many times to
the former but only once to the latter. Surely ρ(λ |λi) only ap-
proximates Pc(λi+1|λi), nevertheless, we found it has already
worked very well. In addition, one may also use cumulative
distribution ρc(λ |λi) =

∫
λ

λi
ρ(λ |λi)dλ instead of ρ(λ |λi) itself

since the cumulative distribution converges more rapidly. We
have validated the approach in a two-state model system and
a two-dimensional lattice gas Ising model32. Our approach is
shown to be much more efficient than the conventional FFS
method without losing accuracy, and it can also well repro-
duce the two-step nucleation scenario of the Ising model with
easy identification of the hidding IMS.

2.3 Details of the sampling process

In simulations, the sampling is done by using the single order
parameter λ = x, the end-to-end distance.

Determining the interface location–For a moderate
strength of the pulling force (e.g., F = 1.0 in arbitrary unit),
to sample the rupture of the protein, we start from the native
configuration and run a long trajectory to determine the lo-
cation of the first interface λ0. The conditional local distri-
bution ρ(λ |A) (in relative probability) and cumulative distri-
bution ρc(λ |A) are plotted in Fig.1(a). ρ(λ |A) shows a well
Gaussian-like distribution. The first interface λ0 determined
by the self-optimized approach is located at λ0 ≈ 43.6 where
ρc(λ |A) = 0.9. Then, configurations on λ0 are sampled by
using the obtained long trajectory and the location of first in-
terface.

Based on a known interface λi, the next interface λi+1 can
be determined as follows. We run sufficient many forward tra-
jectories (whose length T2 = 103dt with time step dt = 0.01)
starting from configurations on λi to get the conditional local
distribution ρ(λ |λi) and cumulative distribution ρ(λ |λi+1).
As an example, Fig.1(b) shows the corresponding distribution-
s with the known interface λ0. Similarly, the next interface λ1
is located at λ1 = 44.1 where ρ(λ |λi+1) = 0.9.

Searching for unknown IMS–To determine the existence
of possible IMS, we need to monitor special trajectories that
end neither at A nor at B. In simulations, a trajectory is con-
sidered to be a special trajectory for a sufficient long time
Ts = 105dt which is larger than typical relaxation time to
the native state A (which is of magnitude 104dt). As shown
in Fig.2, the number of special trajectories increases sharply
around λ ≈ 49 demonstrating an IMS nearby. To further vali-
date the existence of an IMS, we obtain the local phase space
distribution starting from a configuration picked up random-
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Fig. 2 (Color online) Ratio of special trajectories that end neither at
the initial state A nor at the next interface to the total number of
trajectories. Inset shows the local phase space distribution starting
from a configuration picked up randomly from these special
trajectories.

ly from these special trajectories. The result is plotted in the
inset of Fig.2, in which a clear peak can be observed at about
λ ≈ 48.1.

Sampling of the transition rate–For small or large enough
forces, the rupture takes almost all the direct or multistep path-
way, respectively. Transition rates for these parameter regions
are sampled straightforward by the self-optimized sampling
method, and are averaged over 20 repeating simulations for
each of a given force. However, for moderate pulling forces
where both of the rupture pathways are taken at the same time,
direct sampling of the precise transition rate is impossible.
The main reason is due to the fact that the two pathways are
not well distinguished for the earlier rupture stage. On the
one hand, to sample correctly the transition rate, configura-
tions recorded on these interfaces should represent correctly
the relative probability that the protein unfolds via each of the
pathways (if not, the deviation will be amplified exponentially
and the obtained transition rate will diverge far from its real
value), on the other hand, to obtain the relative probability, the
transition rate should be correctly sampled at first. Thus, the
sampled results can only provide qualitative properties of the
complex rupture process (such as, two rupture pathways with
multistep transition) but not quantitative information about it
(e.g., the transition rate).
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Fig. 3 (Color online) Two dominant pathways of protein unfolding:
A direct unfolding pathway (path 1, indicated by the black arrow)
from the native state (A) to the unfolding state (B), and a two-step
unfolding pathway (path 2, indicated by the red arrows) with an
intermediate metastable state (IMS). The top-right inset shows the
summation of committor functions pA(λi) and pB(λi) (see the text
for their definition) as a function of interface λi for path 1 (black
open square) and path 2 (red filled cycle), indicating a one-step
unfolding pathway and a two-step unfolding pathway involving
three stable states, respectively. The bottom-left inset presents a
bimodal distribution of Q for configurations generated from the
interface about x = 46.
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3 Results

3.1 Multiple dominant rupture pathways involving mul-
tistep transition

By applying our self-optimized approach, we have success-
fully obtained the dominant mechanical unfolding pathways
for protein L. The sampling is done by using the single order
parameter x, the end-to-end distance, but the configurations
along the dominant pathways are plotted in the Q− x plane,
where Q is the number of remaining native contacts during
the rupture process. Fig.3 presents the results for a moder-
ate strength of pulling force, where two distinguished rupture
pathways are clearly shown in the Q− x plane. For path 1 in-
dicated by the black arrow, the protein unfolds directly from
the native state A to the unfolding state B. This is a one-step
transition process, for which any long-enough trajectory ei-
ther ends at A or reaches B. Accordingly, the summation of
the committor functions pA(λi) and pB(λi) would be 1 for any
interface λi, as plotted in the top-right inset of Fig.3. Here
pA(λi) ( or pB(λi)) is defined as the probability that a trajec-
tory initiated from configurations at λi reaches A before B(or
B before A)28, respectively. For path 2 indicated by the red
arrows, on the other hand, the whole rupture process shows
a clear feature of two-step transition involving an apparen-
t IMS: The protein first unfolds from A to IMS and then to
B. The emergence of the IMS leads to very long trajectories
trapped around, which is verified by the abrupt decrease of
pA(λi)+ pB(λi) for interfaces near the IMS as also plotted in
the top-right inset of Fig.3. Moreover, the existence of two
different pathways is also evident from the bimodal distribu-
tion of Q for configurations at a fixed interface, as shown for
x = 46 in the bottom-left inset of Fig.3. In short, Fig.3 vali-
dates clearly a complex protein unfolding mechanism via mul-
tiple dominant pathways involving multistep transitions.

While Fig.3 presents a typical picture of multiple-pathway
unfolding, which pathway dominates the process is dependent
on the strength of the force F . Here are some important ob-
servations from our simulation. If F is very small, the protein
unfolds only through path I and no IMS exists. With increas-
ing F , the probability of path II increases rapidly and more and
more trajectories starting from the native state A will enter the
IMS. If the force is not too large, these trajectories along path
II will be trapped for a long time in the IMS, followed by
a sudden transition to the final state B. If the force is large e-
nough, only the indirect unfolding pathway II can be observed.
Note that the transition from A to IMS is always much easier
than that from IMS to B, i.e., the latter is the rate-limiting step
of path II.

Based on above picture, it is feasible for us to build up a
simple kinetic model involving the transitions among the three
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Fig. 4 (Color online) (a) Unfolding time τ as a function of external
force F , and robustness of the roll-over behavior for the switch
parameters (b) F1 and (c) F2. τ is calculated by the sampled
parameters associated with the protein we used. The bottom-left and
top-right insets in (a) present the dependencies of unfolding rates R1
and R2 on external pulling F sampled for small and large forces,
respectively, both of which can be well fitted by Bell’s formula
Ri = mieniF with m1 = 1.52×10−6, n1 = 3.66 and
m2 = 1.07×10−8, n2 = 1.77. The other switching parameter is
F2 = F1 +3.5 in (b) and F1 = 0.5 in (c).
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states A, IMS and B as follows,

A R1−→ B (1a)

A
R2⇀↽

R−2
IMS (1b)

IMS
R3−→ B. (1c)

The direct unfolding pathway I is given by Eq.(1a), while the
indirect two-step pathway II is contained in Eq.(1b) and(1c).
Note that the rupture process is completed once the final state
B is reached, such that Eq.(1a) and (1c) are irreversible. But it
is possible that the molecule could change from the IMS back
to the initial state A, hence Eq.(1b) is reversible (Surely in
the presence of pulling force, the rate R−2 is small compared
to R2). Generally, the ensemble-averaged rupture time τ may
be written as τ = w1τ1 +(1−w1)τ2 where w1 is the relative
probability that the protein unfolds via the direct pathway I,
τ1 or τ2 are the rupture time through path I or path II, respec-
tively. Based on this kinetic model, we may estimate w1 by
R1/(R1 +R2), taking into account that R1(R2) is proportion-
al to the number of trajectories out from A per unit time that
follows path I (path II) respectively. The rupture time τ1 is
simply given by 1/R1, while for path II we have τ2 ' 1/R3
because R3 � R2 as discussed in the last paragraph. Hence
we have

τ ' w1
1

R1
+(1−w1)

1
R3

=
R2 +R3

R1 +R2

1
R3

(2)

To investigate the dependence of τ on the force F , we now
need to know how the rates Ri (i = 1,2,3) depend on F . As
reported in many experimental and theoretical studies, Ri as a
function of F generally can be described by the well-known
Bell’s formula33,

Ri(F) = mieniF (3)

where mi and ni (i = 1,2,3) are positive constants. As stated
above, the protein unfolds via path I or II for small or large
force respectively, which facilitates us to get the parameter-
s for R1 and R3. These are shown in the insets of Fig.4(a),
where good fittings to Bell’s formula are demonstrated, with
m1 = 1.52×10−6, n1 = 3.66 and m3 = 1.07×10−8, n3 = 1.77
(Note that the rate Ri and force F are shown in arbitrary unit-
s here, and its scaling with real unit is not important for the
present study). Nevertheless, the parameters for R2 is not easy
to get, because a trajectory may jump between two different
paths when they coexist and it is hard to distinguish clearly
which path it belongs to. To proceed, we again use the fact
that almost all paths are along path I (path II) for F less (larg-
er) than some critical value F1(F2), respectively. Without lose
of generality, for instance, we may set this almost all value
to be 99%. For the threshold force F1, we may choose it as
the value where the Bell’s formula starts to break, which can

be estimated as F1 ' 0.5 according to the left-bottom inset
in Fig.4(a). Similarly, an acceptable estimation of F2 can be
F2 ' 4.0 or less. For these parameters, our almost all criteri-
a means that w1(F1) = R1(F1)/[R1(F1)+R2(F1)] = 0.99 and
w1(F2) = 0.01, which gives that R2/R1 = 3.22× 10−3e2.63F

corresponding to m2 = 4.89×10−9 and n2 = 6.29.
It is now instructive to investigate how the rupture process

depends on the force based on these parameters. If F is s-
mall, R2 is much smaller than R1 and the protein mainly un-
folds via path I as expected. With increasing F , R2 increases
rather rapidly and path II emerges and begins to dominate.
Once the protein selects path II, however, it will be trapped in-
to the IMS because both R3 and R−2 are generally small. Note
that, for any force strength, R3 is always much smaller than
R1, such that τ2 given approximately by 1/R3 is always much
larger than τ1 = 1/R1. Therefore, the force-enhanced-trapping
of protein into the IMS along path II will lead to increase of
the total rupture time τ with F in the small to moderate force
range. Of course, if F is too large, only path II can be ob-
served and τ will decrease with F again. Consequently, the
dependence of τ on F is plotted in Fig.4(a), where a clear-cut
maximum appears in the moderate force range. The initial de-
crease of τ with F in the small force range is consistent with
the fact that only path I can be observed there and R1 increases
with F according to the Bell’s formula. In a word, the pro-
posed rupture mechanism associated with IMS and multiple
pathways here provides a rather novel and reasonable inter-
pretation of the rollover feature of rupture time observed in
single-molecule experiments.

Since parameters F1 and F2 are somewhat arbitrarily cho-
sen, it is necessary to investigate the robustness of the rollover
rupture behavior to these parameters. In Fig.4(b) and (c), we
show the dependence of rupture time on the pulling force for
various F1 and F2 . Obviously, the rollover of the rupture time
exists for a wide range of parameter values. F1 affects qual-
itatively little the dependence but only quantitatively the val-
ue of parameters for path switching, while smaller F2 results
in a more sharp rollover of the rupture time. Interestingly,
broadening of the switching region results in a series of rup-
ture times which roll over more and more smoothly, which is
quite similar to the phenomenon observed in the pulling sim-
ulations of ubiquitin with a change of the pulling direction14.

3.2 A trapping effect of IMS induced abnormal domi-
nant pathway switching

To further illustrate the underlying physics of above mechanis-
m, we have plotted typical configurations of the native state A,
the IMS and the unfolded state B in Fig.5(a). Clearly, the IMS
is quite similar in configuration to the native state A excep-
t that the tail at the N-terminal is straightened, which results
in an increment of the end-to-end distance ∆x ≈ 5nm. Simi-
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Fig. 5 (Color online) (a) Typical configurations of the native state,
IMS and the unfolding state. The configuration of IMS is quite
similar to the one of the native state except that the tail at the
N-terminal is straightened. (b) A schematic diagram for the rupture
mechanism of an IMS induced abnormal switching of dominant
unfolding pathways from the thermodynamically favored one to a
mechanically preferred one. The dash(solid) lines denote conceptual
free energy contours for small(large) external forces.

lar extension before a full unfolding event has also been ob-
served experimentally in the elongation of single titin protein-
s using the atomic force microscope, which was considered
to be an important ‘unfolding intermediate’ unrecognized be-
fore5. Since the applied pulling force is always along the end-
to-end direction, the elongation of the tail results in a change
of pulling direction relative to the main body (β sheets) of the
protein (as indicated by arrows in Fig.5(a)), which could af-
fect strongly the dependence of unfolding rate on the external
force14. Note that such a type of IMS cannot be stable if no ex-
ternal force is present. What’s more, as a result of the special
configuration of IMS, external pulling will enhance the rela-
tive stability of IMS. As illustrated in Fig.5(b), the key of the
revealed novel rupture mechanism is that, IMS attracts more
and more transition trajectories flowing out of the native state
as external force increases. For large forces, these attracted
trajectories have to overcome a high barrier back to the native
state to take the direct unfolding pathway. Consequently, even
though the overall transition rate of the multistep pathway is
relative small, the protein still has to unfolding via it rather
than the direct pathway forbidden by the IMS.

4 Conclusion

In summary, direct sampling of multiple single-molecular rup-
ture pathways involving multistep transition has been realized
by the self-optimized sampling method we proposed. A previ-
ously unrecognized intermediate stable state (IMS) was iden-
tified. Remarkably, we revealed a force-enhanced trajectory
trapping effect of the IMS, which provides a novel mechanis-
m for the “rollover” of the rupture time and also deep insights
for the protein mechanical unfolding. We believe that direct
sampling of complex dominant pathways can inspire inten-
sive research interests and open a wide range of perspectives
on the study of single-molecular pulling dynamics as well as
other similar problems via unknown IMS and complex transi-
tion pathways.
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